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Abstract 

Artificial intelligence (AI) and computer vision (CV) advancements have paved the 

way for more efficient agricultural activities such as predicting and estimating fruit 

yield. Durian, a fruit native to tropical regions, necessitated using high-tech 

solutions to keep up with its rising global demand. This work aimed to apply the 

image analysis technique using deep learning to identify and estimate the number 

of durian fruits using image recognition. A new dataset was specifically constructed 

in this work, consisting of 500 images split for training and testing the object 

detection model. Various pre-trained object detection models such as YOLOv3, 

YOLOv4, YOLOv3 tiny, and YOLOv4 tiny are used for performance comparison 

on the newly constructed dataset. The best model is then chosen as the inference 

model for the drone-captured video dataset, assisted by the DeepSORT algorithm 

as the counting mechanism. Our investigations showed that the YOLOv4 model 

significantly performs best among all four state-of-art detection networks where it 

computes the highest mean average precision (mAP) performance with 96.02% 

accuracy on the constructed dataset. This work enables more efficient and precise 

durian cultivation with less labour and higher-quality yields. 

Keywords: Agriculture, Artificial intelligence, Computer vision, Image analysis, 

Tropical fruit.  
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1.  Introduction 

With the rapid development of AI technologies such as Machine Learning (ML) 

and Deep Learning (DL), the role of computer vision (CV) in agriculture has 

received increased attention in recent years, which farmers and agronomists have 

adopted to boost efficiency in the sector [1-3]. The emergence of deep learning 

technology has offered a practical method for facilitating smart management and 

decision-making in many agricultural-motivated activities, such as product 

categorization, real-time plant health monitoring, labour free harvesting and crop 

growth monitoring [4]. Recent studies have shown that the implementation of AI-

based systems in agricultural processes has resulted in significant improvements in 

crop yield, resource utilization, and operational efficiency[5]. 

In agricultural technology, apple have been the primary focus for the application of 

recent computing advancements due to their extensive production and consumption [6]. 

For instance, Chen et al. [7] proposed a deep learning-based automatic detection and 

counting mechanism for apple and orange in challenging environments. The study 

demonstrated the use of a fully convolutional network-based blob detector and the Caffe 

framework in its fruit detection and counting mechanism. Kuznetsova et al. [8] designed 

a robot vision system for apple detection using the YOLOv3 algorithm. Further, Liu et 

al. [9] proposed a method for apple detection method based on the features of shape and 

colour by utilizing the combination mechanisms of the histogram of oriented gradient 

(HOG) and simple linear iterative clustering (SLIC). More recently, Kang and Chen 

[10] employed a one-stage detector with Feature Pyramid Network (FPN) and Atrous 

Spatial Pyramid Pooling (ASPP) architecture, achieving a recall of 0.821 and an 

accuracy of 0.853 in real-life apple detection. 

Researchers are also applying deep learning techniques in the detection of 

various other types of fruit and crops. To detect kiwifruits, Liu et al. [11] employed 

Faster R-CNN and VGG16 network to the input images and reported and an F1-

score of 0.88. Neupane et al. [12] have reported a maximum of 96.4% detection 

accuracy by employing the Faster R-CNN network on custom high-resolution UAV 

image datasets for the detection and counting of banana trees. In their study on 

mango detection, Zheng et al. [13] employed a multi-task learning approach 

combining Faster R-CNN and Mask R-CNN, achieving an Average Precision (AP) 

of 0.947 at an Intersection over Union (IoU) threshold of 0.75. Zheng et al. [4] and 

Mureșan and Oltean [14] have presented their respective collections of agriculture-

based large scale image datasets related to fruits, vegetables, and plant species 

classification, taken in various settings.  

Although the earlier studies focused on developing fruit detection systems and 

agricultural image datasets, fewer attempts were made to explore the application of 

the machine learning technique on tropical fruits, specifically durian. Durian, the 

king of fruits, is a type of fruit that can be classified as rare and tropical due to its 

unique, thorny characteristics. Thus, this paper aimed to develop a durian detection 

and counting system based on YOLO and the Darknet framework trained on a 

custom-developed image dataset. 

2. Methodology 

This work aimed to apply the image analysis technique using deep learning to 

identify and estimate the number of durian fruits using image recognition. Figure 1 
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showed the flowchart of the process of developing and evaluation the proposed 

object detection model. 

 

Fig. 1. Flowchart for the methodology in developing durian detection model. 

2.1.  Durian Dataset Construction 

At the beginning of this study, a new dataset that contains a reasonable amount of 

durian images is constructed. A Google Extension called Download All Images is 

used to collect durian images on trees as a dataset. Images of durians on trees are 

retrieved from Google and filtered to include only jpg and jpeg file types to 

facilitate the later process of data annotation. Downloading several zip files of 

durian images yielded a total of 500 images for this study. Manual filtering of those 

images is performed to ensure that all durian images extracted from Google are of 

high quality. Additionally, prior to training the durian dataset, each image in the 

dataset was annotated for the durian detection process. The annotation process uses 

Labellmg graphical annotation tools to create and label durian bounding boxes in 

each image in the dataset. Figure 2 displayed examples of annotated durian from 

the constructed image dataset. 
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Fig. 2. Sample of annotated durian from the constructed image dataset. 

2.2. Custom YOLO object detection model 

The model is trained using Google Colab and a cloud-processed Tesla T4 GPU. 

The Darknet, CUDNN, and OpenCV are used as training frameworks and libraries 

in the pretrained YOLO models used in this experiment. The training process was 

started by training the YOLOv3 model with a custom-built dataset of 500 images. 

The following parameters were used for the training: batch=32, subdivisions=16, 

learning rate=0.00261, maximum batches=2000, steps=1400,1800 for one class of 

durian. To investigate the performance of the YOLO detection model training for 

the durian detection and counting system, some state-of-the-art models of YOLO 

were run as a comparison with the YOLOv3 model, including YOLOv4, YOLOv3 

tiny and YOLOv4 tiny. All the models are trained accordingly for all dataset sizes 

using the same training parameters. The performance results of training for all four 

YOLO detection models are compared. 

The last part of the deep learning process in this durian detection study is the 

performance evaluation of the trained model. All the trained YOLO models for this 

study are evaluated based on their model performance  and finally the best model 

is selected to be implemented in the counting system by applying the Deep Simple 

Online and Real-time Tracking (DeepSORT) method to keep track of the detected 

durian counting system. 

The networks' performance was evaluated by evaluating the object detection 

model parameters, which are the precision (Pr), recall (Rc), Fl-score, and mean 

average precision (mAP), as shown in the Eqs. (1), (2), (3) and (4) respectively. 

𝑃𝑟 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                                                              (1) 

𝑅𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                                              (2) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2×𝑃𝑟×𝑅𝑐

𝑃𝑟 +𝑅𝑐
                                                                                                              (3) 

𝑚𝐴𝑃 =
1

𝑁
∑ 𝐴𝑃𝑖
𝑁
𝑖=1                                                                                                               (4) 

where TP is true positive, FP is false positive, TN is true negative, FN is false 

negative, Pr is precision, Rc is recall, AP is average precision over all classes, and 

Mean Average Precision is the average of the AP of each class. 

3.  Results and Discussion 

The aim of this study is to detect durian using good detection model based on deep 

neural network. To test the model's detection accuracy, a custom durian dataset 

with 500 images divided into 85% training sets and 15% testing sets was used with 
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four YOLO pretrained models: YOLOv3, YOLOv4, YOLOv3tiny, and 

YOLOv4tiny. Performance analysis of the AP from IoU based on the output of the 

training process of all four YOLO models was used to predict the best model to be 

implemented to the Durian detection system. 

Table 1 displayed the trained object detection models and their performance results. 

The YOLOv4 mode of training performs significantly better than the other three state-

of-the-art detection networks, with a mean average precision (mAP) of 96.02% 

compared to 95.13% for YOLOv4tiny, 95.12% for YOLOv3, and 89.40% for 

YOLOv3tiny using the same 500 durian image dataset size. Besides, the YOLOv3tiny 

model has the lowest mAP of 89.40% among the four trained YOLO models. 

Table 1. Accuracy result of YOLO models trained with Durian dataset. 

Model TP FP FN Precision Recall 
F1-

Score 
mAP 

YOLOv3 549 22 34 0.96 0.94 0.95 95.12% 

YOLOv3tiny 495 47 88 0.91 0.85 0.88 89.40% 

YOLOv4 552 35 31 0.94 0.95 0.94 96.02% 

YOLOv4tiny 542 29 41 0.95 0.93 0.94 95.13% 

The performance results of the evaluated various machine learning models 

suggested that that the specific architecture of the detection network plays a crucial 

role in determining the detection accuracy. For instance, the best detection accuracy 

performance inferred by the YOLOv4 model is attributed to the utilization of 

CSPDarknet53 as its main backbone network for image features training and 

extraction [15], significantly improving the detection accuracy over other evaluated 

models. Further, the YOLOv4 model achieves an improved extracted feature fusion 

module by designating PANet (Path Aggregation Network) as the neck network 

while maintaining the YOLOv3’s head in its object detection network. On the other 

hand, the YOLOv4-tiny, YOLOv3, and YOLOv3-tiny architectures utilize inferior 

network architectures, namely CSPDarknet-53, Darknet-53, and Darknet-19 

respectively, which results in a reduction in detection accuracy when compared to 

the YOLOv4 architecture. 

Figure 3 displays the relationship between the loss function and mAP to the number 

of iterations of the selected model (YOLOv4). From the figure, it can be deduced that 

as the iteration number increases, the loss function rapidly decreases while the 

classification accuracy on the test data improves. The network’s mAP has scored a high 

accuracy of 93% in the first 1000 iterations because the dataset has only one class of 

object, which is durian. Consecutively, the accuracy gradually increased until the 1200 

iteration number, reaching 96%, before slowing down to the 1400 iteration number. 

After 1500 iterations, the network's accuracy ceased to improve, and development 

fluctuations can be observed thereafter. At this point, it's safe to say that the model has 

learned completely from the durian dataset and has started to overfit. 

Figure 4 shows the snapshot of the video inferencing results using the developed 

durian detection and counting system based on YOLOv4 and the DeepSORT 

algorithm. The system has an inference speed of approximately 1.82 FPS. The 

proposed system was able to detect most of the durians in the sample video. Some 

durians, on the other hand, are hard to spot because their images are small, and their 

colours look the same as the green leaves around them. 
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Fig. 3. mAP and loss chart of YOLOv4-based  

Durian detection model training. 

    

Fig. 4. Snapshot of the video inferencing results  

of the durian detection and counting system 
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4. Conclusions 

This study has developed and evaluated durian detection and counting system using 

deep learning approach. The YOLOv4 trained model with the highest mAP value 

of 96%, trained on a 500-image durian dataset, is determined to be the optimal 

model in this study. This work could be expanded by implementing the developed 

system on agricultural drones or robots. 
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