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Abstract 

LOB tracks the outstanding limit order for a stock or other security. LOB data is 
often used as an input for high-frequency trading and price prediction. Recent 
studies have shown that the DL methods are superior to the ML methods in stock 
prediction because they can extract important features for prediction. There is no 

existing study on stock prediction that profiles stocks. This can be 
overgeneralised as it predicts each stock equally when they have similar historical 
price movements. Moreover, the existing high-frequency stock price prediction 
models do not consider learning the long-term information. The objective of this 
study is to find out whether profiling the stocks and extending the length of the 
input data can further improve the prediction accuracy. The method used for this 
study is ESET-ConvNet, a method, which is proposed to combine two existing 
models, TCN and SENet with an additional embedding layer to learn the 

embedding of each stock. The result shows that profiling stocks and extending 
the input size led to an improvement in accuracy, with a trade-off in computation 
time. This study conclude that the main contribution of this study is a model 
architecture with better accuracy in stock prediction problem. 

Keywords: Deep learning, High frequency trading, Limit order book modelling, 
Stock prediction, Time series classification. 
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1.  Introduction 

To better optimise the portfolio, many studies have attempted to use various 

quantitative techniques to predict stock movements.  Stock price prediction 
approaches often differ in the context of input, output, and horizon.   Some variants 

include prediction of prices, price movements, trading signals, or self-defined 

labels to support a particular trading strategy. The goal of a stock price prediction 

model may be to optimise a portfolio in terms of risk-adjusted return over the long 

run or simply to increase the number of profitable trades in a given period. Portfolio 

construction is one of the main tasks in asset management and can be further 

divided into weight optimisation and trading strategies [1]. Nevertheless, most 

researchers have been tackling the problem of stock prices prediction separately 

from asset management problems. 

Stock price prediction is one of the sub-problems to support decision-making 

in the stock market. However, there are still various objective functions in 
prediction models. The common approaches define it as a price prediction problem, 

which can be further divided into a regression [2] or a classification [3, 4] problem. 

The regression problem predicts the actual continuous value of prices or their 

changes, while the classification problem predicts discretized categorical values of 

price changes; such as the classification of the future direction of stocks.  

The factors involved in the movement of stock prices come in different forms 

and lead to chaotic prediction problems with a lot of noise. Researchers often focus 

on a few factors in stock market forecasting because they need to be transformed 

independently using specific techniques. Since stock prices are driven by purchases 

and demands, it is logical to think in terms of an investor. The common features 

that an investor would look for are fundamental factors [5], technical factors [6], 

macroeconomic factors [7], and investor sentiment [8].  

In addition, it is popular to use raw LOB data or raw stock price data to support 

decisions; these models are also mimicked using artificial intelligence [9]. Modelling 

stock price data and LOB data is often considered a time series problem. They are in 

the form of sequences and are not meaningful unless interpreted in the context of 

multiple timesteps. LOB data is widely used in the industry because it contains finer 

details from the market's limit orders, but data collection can be expensive, and pre-

processing can also be time-consuming. Nonetheless, Ntakaris et al. [10] collected 

and pre-processed the LOB data of 5 stocks with 10 days of trading events from the 

ITCH feed in 2010, which is referred to as FI-2010 data. So far, this dataset is the 

ideal benchmarking dataset for modelling LOB data.  

DL has been massively used in multiple ML problems with unstructured input, 

such as sequenced data. The main difference between DL and other ML models is 

that DL can engineer features that are correlated to the correct target or label from 

raw data in a black box method. DL is known to be an excellent model for learning 

image, video, and sequential data, including natural language and time-series data. 

DL eliminates the need to handcraft features, although they are not mutually 

exclusive, DL can extract more important features by learning the labels directly. 

An DL model was proposed for predicting future mid-prices from modelling 

LOB data. Our model is a hybrid of Temporal Convolutional Layers [11], Squeeze-

and-Excitation Layers [12], and embedding layers inspired by word embedding. 
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The advantages of our model are its ability to learn the representation of each stocks 

and the expansion of learnt input. 

This section gives the structure of the rest of the paper. Section 2 gives an 

overview of the background of time-series and stock prediction problems. In 

Section 3, the architecture of our model is presented. In Section 4, the experimental 
results are analysed. In Section 5, the study is concluded and possible direction for 

future research is suggested. 

2.  Background 

A large number of researchers have implemented non-DL models to solve the stock 

prediction problem. ML models can be referred to as both single and ensemble 

models; single models include Naïve Bayes and SVM while ensemble models 

include RF and Gradient Boosting Trees [13, 14]. Recently, DL has received much 

attention. DL models are capable of solving problems with sequential data, 

including time-series data. Model architectures such as CNN, RNN, and LSTM 
have been evaluated to investigate the capability of these black-box models in time 

series forecasting [15, 16]. 

Traditionally, a common method for aggregating price data is to compute 

technical indicators that can summarise the entire period [17]. Many researchers 

using non-DL models and price data have used this method [14, 18-21]. Popular 

indicators include stochastic and momentum [14, 20]. There are some problems 

with this method of using technical indicators. First, there may be information loss 

because the calculated characteristics were aggregated from the price. Arguably, 

this method of using technical indicators is based on assumptions and subjective 

knowledge that they are meaningful for prediction; therefore, the success of a 

model depends on the accuracy of these assumptions, in the worst case, these 

indicators provide noises but no information for the model [16]. Recently, the use 
of DL has become trendier. One of the main use cases of DL is the extraction of 

features from time-series data that do not contain subjective information. Some 

empirical analyses argued that DL is superior to some ML models such as SVM 

and RF [16, 21].  

2.1.  Mid-price prediction with LOB data 

The detail of LOB data makes it suitable for providing information for automated 

algorithmic trading in real-time at high frequency. Since Ntakaris et al. [10] have 

compiled a benchmark dataset for LOB data, the FI-2010 dataset, this problem has 

been standardised and continues to receive considerable attention.  

Existing works 

One of the earliest mid-price prediction approaches is to use the BoF method to 

extract features extraction before feeding it to an MLP model [22]. The BoF method 

was originally used to extract information from images using histogram 

representations. In this problem, the BoF method outperforms many feature 

extraction methods, including PCA, LDA, and Autoencoder. However, many 

analyses show that the DL methods significantly outperform the aforementioned 

feature extraction methods. 
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Passalis et al. [23] have proposed a novel normalisation method specifically for 

time series data, DAIN. By using DAIN to normalise MLP, CNN, or RNN, the 

performance is significantly better than other normalisation methods such as 

standard normalisation, sample average normalisation, batch normalisation, and 

instance normalisation. The authors argued that standard normalisation is 
suboptimal when the input time series is not from a unimodal Gaussian distribution, 

they proposed DAIN to normalise time series in a mode-aware manner. Moreover, 

Tsantekidis et al. [24] proposed to use a hybrid of CNN and LSTM. They have 

obtained better results than SVM, MLP, CNN, and LSTM. The focus of DAIN is 

mainly on preprocessing time-series data. 

Moreover, a novel model, TABL, is proposed to use temporal attention on linear 

layers [25]. The main concept is to give different weights to temporal instances 

based on their importance, rather than giving them equal weights. By paying 

temporal attention to the first linear layer in a bilinear layer model, it is able to 

outperform SVM, MLP, CNN, and LSTM by a large margin. 

A model called DeepLOB achieves the state-of-the-art result on the FI-2010 

dataset recently [16]. They used a hybrid of Inception Network and LSTM. They 
used CNN and Inception Modules for feature extraction from sequence input. The 

authors have also done a comprehensive analysis of their model. First, they tested 

the performance of their model on FI-2010. Their model outperformed many other 

models including CNN, LSTM, BoF, and TABL, which was already discussed. 

They also trained their model with 5 stocks from another stock exchange and then 

test the model with 5 other stocks that did not fit the model during training. 

Surprisingly, they get two indistinguishable results, which means that the model is 

able to generalise to the price patterns of different stock counters. They also ran a 

trading simulation, with a few simple assumptions for intraday trading. Their model 

has been shown to be significantly profitable based on the t-statistics. Last but not 

least, they have implemented a method called Local Interpretable Model-agnostic 
Explanations [26] for sensitivity analysis, a method that helps to highlight the 

important inputs that contribute to each prediction and facilitates interpretability of 

a prediction. 

2.2. Research Gap 

As far is known, there is no existing study that deals with the representation of the 

latent spaces of individual stocks. Moreover, existing works have used only the 

most recent input horizon and have omitted long-term information. In this study, 

stock embedding is investigated and sparse learning of larger inputs. 

3. Model Architecture 

This study proposed a model architecture called ESET-ConvNet. ESET-ConvNet 

is a hybrid network consisting of many SE-TCN blocks and an embedding layer as 

shown in Fig. 1(a). As Fig. 1(b) shows, a SE-TCN block consists of a modified 

block of TCN [11] and a modified block of SENet [12]. 

Similar to DeepLOB [16], ESET-ConvNet is proposed to use a CNN-like 

architecture to automate feature extraction. TCN [11] is a variant of CNN proposed 

to efficiently learn long sequences of time series data. The main difference between 

DeepLOB and ESET-ConvNet is that the latter did not use LSTM because the 
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training or the forwarding propagation process can take a lot of time if the sequence 

length is long. In the DeepLOB model [16] which uses LSTM, each input sequence 

is chopped to a length of 100 time steps, which inspired us to try to learn from the 

entire sequence for possible long-term dependency. ESET-ConvNet also consists of 

an embedding layer to characterise and profile each stock. The purpose is to train the 

model in a stock-aware manner. 

 

 

(a) ESET-ConvNet architecture and 

hyperparameters used in this study. 

(b) SE-TCN block, the key component 

of ESET-ConvNet [11, 12]. 

Fig. 1. Architectural elements in an ESET-ConvNet. 

In addition to the TCN and embedding layers, this architecture also modified a 

SE-block from the SENet [12]. SENet was originally proposed to solve the problem 

that the features in a CNN are always weighted equally. SENet can dynamically scale 

the weights based on the learnt importance in a computationally inexpensive fully-

connected layer. The key idea is to extend TCN architecture to incorporate this 

concept and have achieved significant improvements as a result. In ESET-ConvNet, 

the SE-block is slightly modified such that it suits the time series input because the 

original architecture was initially proposed to solve computer vision problems. 

ESET-ConvNet has slightly modified versions of SE-block and TCN's residual 

block compared to the original work [11, 12]. Each ReLU layer of both TCN and 

SE-blocks was changed to Leaky ReLU [27]. Without this change, the optimisation 

process would get stuck at a local minimum after the first few epochs. Leaky ReLU 
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helps to prevent dead ReLU at a zero slope. In ESET-ConvNet, the SE-block has 

been slightly modified to accommodate the time-series input as the original 

architecture was originally proposed for solving computer vision problems. 

Originally, the SE-block uses a 2-dimensional global pooling layer. In our work, a 

1-dimensional pooling is used as the input data is one-dimensional time-series data. 

Details of each layer 

The main concept of ESET-ConvNet is to use SE-TCN blocks to extract information 

from time-series data and embedding layer to profile stock characteristics. 

a) Embedding Layer: the embedding layer is identical to learning the word 

embedding representation in natural language processing problems. This layer will 

be used to learn the feature or representation of the stock itself. The output of this 

layer will be concatenated with static features extracted from time-series since the 

output is already static and does not need to be processed by a temporal network. 

b) SE-TCN block 

• Dilated Causal Convolutional Layer [11]: The main concept of TCN consists 

of a dilated causal convolutional layer, with exponentially increasing dilation 

parameters. In this way, the receptive field covered by the network grows 

exponentially with the number of layers. The word "causal" here means that 

the output is chopped so that no future input leaks to the layer. Each layer 

requires 1 additional hyperparameter d compared to a normal convolutional 

layer. Fig. 2 [11] shows an illustrative example visualising 3 dilated causal 

convolutional layers with d=1, 2, and 4 respectively. 

 

Fig. 2. 3 Causal Dilated Convolutional Layers with d=1, 2, and 4 [11]. 

• WN [28]: WN is used to reduce training time by normalising the weight tensor 

based on the direction of the weight. The WN layer also reduces the time for 

tuning the hyperparameters because WN can automatically decay the learning 

rate faster if it is too large. WN is also cheaper to implement and less sensitive 
to mini-batch noise than Batch Normalization [28]. In Eq. (1), g represents the 

size of the weights and v represents the direction of the weights. 
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𝑤 = 𝑔
𝑣

||𝑣||
                                                                                                          (1) 

• Leaky ReLU [29]: ReLU is a popular activation function in convolutional 

networks because it is much cheaper to compute than sigmoid and tanh, but it 

suffers from the dead-ReLU problem. When dead-ReLU problem occurs, the 
output and gradient will be stuck at zero. Leaky ReLU is a modification of 

ReLU to solve this problem and ensure that there is at least a very small 

gradient to recover learning in the long run. In Eq. (2), a is usually set to a 

small value such as 0.01. 

       𝑓(𝑥) = {
𝑎𝑥, 𝑖𝑓 𝑥 <  0,
𝑥, 𝑖𝑓 𝑥 ≥  0

                                                                                    (2) 

• Dropout [30]: Dropout is applied to regularise the network. Dropout randomly 

zeroes out 1-p probability of the input in each training step. This process can 

effectively prevent the network from overfitting. 

• Modified SE-block [12]: The squeeze-and-excitation mechanism works by 

first pooling each channel and then using 2 fully-connected layers to learn the 

weight for scaling the channel. This model is effective in finding out important 

feature channels. This model improves LSVRC 2016's winner model by a large 

margin with low computational cost. The hyperparameter r represents the 

reduction, where the intermediate "squeezing" hidden layer would have c//r 

hidden units. 

4. Experiment Details 

4.1. Data, software and hardware 

The FI-2010 dataset consists of 394,337 records, where one record represents one 

time step for one stock. It consists of 5 stocks with an unequal number of time steps 

depending on the number of limit order events for each stock. Each time step 

consists of 144 input features and 5 target variables. Each target variable specifies 

a different prediction horizon, k, i.e., the number of future time steps to predict. For 

each k, there are 3 classes that indicate the direction of the future mid-price, which 

can be either upward, stationary, or downward. Table 1 has shown the class 

distribution for k=10, 20, and 50, which are focused on in this study.  

Table 1. Class distribution. 

 k=10 k=20 k=50 

Upward 71,429 92,079 126,072 

Stationary 252,845 212,480 146,681 

Downward 70,063 89,778 121,584 

All 144 input features are used to include both raw features and features 

engineered in the original compilation of FI-2010 [10]. This study follows a 

common setup of previous work for the train-test split process and the selection of 
prediction horizon, k=10, 20, and 50. The dataset consists of 10 days of data, and 

the first 7 days of data is used for training and the last 3 days of data is used for 

testing. The original dataset contains 3 sets of inputs preprocessed using different 

normalization techniques. This study chose the input that was normalized with the 

decimal precision technique. This study is conducted with the use of the Pytorch 

framework [31] to train the models on Google Colab. 



Stock Market Prediction using Deep Learning Approach       3181 

 
 
Journal of Engineering Science and Technology          October 2022, Vol. 17(5) 

 

4.2. Optimisation 

The AdamW optimisation algorithm [32, 33] is used with a learning rate of 0.001, 

β1 of 0.9, β2 of 0.999, ε of 1e-8 without any weight decay. For each prediction 
horizon, 50 training epochs has been runned with a batch size of 128. The sum of 

cross-entropy loss is optimized with 3 classes weighted by the class ratio in the 

train set since the dataset is highly imbalanced. Gradient clipping is applied to clip 

the gradient below 1 to prevent gradient from exploding or vanishing. 

Unlike other problems, the input data has 5 samples or stocks with long sequence 

to predict, which makes batch sampling for optimisation slightly different. For each 

sequence, 128 consecutive labels are taken as one batch, then use the input from the 

beginning until the end of the correspond 128 time step. For example, if the current 

batch predicts y128 to y255, it will use the entire sequence from x0 to x255 as input.  

4.3.  Experiment result 

Table 2 shows the performance of ESET-ConvNet and other existing models. Each 

sub-table represents a different prediction horizon k, e.g., k=10 means the 

prediction of the mid-price after 10 trading events. The performance is measured 

by calculating the weighted average of the F1 scores. Since the dataset is highly 

imbalanced, it is recommended to use weighted metrics such as the F1 score for 

comparison with fairness [10]. In addition to the performance of our model, Table 

2 also report the results of several models including CNN [34], LSTM [35], DAIN 

[23], TABL [25], and DeepLOB [16]. All the results reported in the table are the 

best result when there is more than one variant in any of the included studies. 

Table 2. Experiment results. 

 F1 % 

(k=10) 

F1 % 

(k=20) 

F1 % 

(k=50) 

CNN [34] 55.21 59.17 59.44 

LSTM [35] 66.33 62.37 61.43 

DAIN (MLP) [23] 66.92 65.31 - 

TABL [25] 77.63 66.93 78.44 

DeepLOB [16] 83.40 72.82 80.35 

ESET-ConvNet 84.61 80.04  

Table 3 shows the computation time for a forward pass in milliseconds (ms), 

the number of parameters, and the input length of the existing models. Since the 
ESET-ConvNet is proposed for learning longer dependencies, it uses a longer input 

length that causes a longer forward propagation time. 

Table 3. Computation time, number of parameters, and input length. 

 Forward (ms) No. parameters (k) Input length 

CNN [34] 0.025 768 100 

LSTM [35] 0.061 - 100 

TABL [25] 0.229 - 100 

DeepLOB [16] 0.253 60 100 

ESET-ConvNet 14.814 396  



3182       J. S. Ang et al. 

 
 
Journal of Engineering Science and Technology          October 2022, Vol. 17(5) 

 

4.4. Discussion 

By embedding each stock and learning a larger input, ESET-ConvNet is able to 

achieve the highest F1-score among the existing models. However, ESET-ConvNet 
takes much more time to perform one forward propagation because the number of 

parameters and the length of input are much higher than DeepLOB. In short, it is 

shown that the information of larger input size and stock embedding is useful to 

improve the prediction accuracy.  

In practise, although ESET-ConvNet may have a large impact, it is more suitable 

for a larger horizon. In the benchmark dataset, the interval of 2 consecutive events 

ranges from a few milliseconds to minutes [10]. It is very likely that ESET-ConvNet 

misses the opportunity to find the desired sequence for a horizon like k=10. The 

biggest improvement is the performance for a prediction horizon of k=20, it has also 

been shown that ESET-ConvNet is more robust regardless of the prediction horizon, 

so more use cases can be explored for stock prediction, e.g., swing trading and day 

trading rather than high-frequency trading. 

This study also presents the model architecture of ESET-ConvNet as a general 

approach for other use cases of time-series modelling. ESET-ConvNet was proposed 

based on the study [36] which explores existing DL models for modelling time-series 

in different domains or even general use cases and not only for stock prediction 

models. The latent space of each input series offers great potential for performance 

improvements with a very small additional number of parameters. For example, in 

the temperature prediction use case, embedding countries allows the model to adjust 

the prediction or learnt representation when a similar pattern occurs in another 

instance of a country. To accommodate different use cases with different effective 

input length, the length of the receptive field can be easily adjusted by changing the 

number of layers, the kernel size, or the dilation of the SE-TCN block. 

Our model does not contain stateful components such as LSTM. This means that 

the model can be further parallelised, which is another way to make this model more 

practical. The convolutional filters can be processed in a distributed system so that 

the computation time can be split.  

5. Conclusion 

Existing work lacks some information from the input that could improve the 

prediction accuracy. In this study, these research gaps are being addressed, which 

include learning the latent space of the stock and increasing input length. This study 

has also shown that these actions lead to a better F1-score, although the problem of 

inefficient forward propagation needs to be further addressed.  

This study introduce a hybrid model of embedding layer, TCN, and SENet to 

predict stock prices using LOB data. DL is able to extract features from LOB data 

and the latent space of each stock profile. It is the first model to learn the profiles or 

latent space of each stock among the existing stock prediction studies. Also, this study 

has experimented the first LOB model that does not omit any long-term information 

from the data unlike the other existing studies. The experiment compared the model 

with other previous models using the FI-2010 benchmark dataset. By creating profiles 

for each stock each stock and extending input size, the result has shown higher 

accuracy but not the computation speed.  
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This study suggest the future work to focus on improving ESET-ConvNet in the 

context of reducing the computation time. This study has attempted to learn a larger 

input sparsely compared to previous work, however, it is significantly less efficient 

to perform a forward pass. In practise, the trade-off between the size of the input and 

the time needs to be further tuned to meet the standard of high-frequency trading. 

 

Nomenclatures 
 

a Small slope of negative input of Leaky-ReLU 

b Batch size 

c Number of output channel  

c_in Number of input channel 

d Dilation Rate  

g Magnitude of weights 
k Kernel size or Prediction horizon 

l Length of sequence 

p Probability of keeping neuron in dropout 

r Reduction Ratio 

v Direction of weights 

x Input of model 

�̂�  Predicted output of model 

 

Greek Symbols 

 Adam’s decay rate of running average of gradients. 

 Adam’s decay rate of running average of square of gradients. 

ε Tiny constant to prevent division by zero. 
 

Abbreviations 

BoF Bag-of-Features 

CNN Convolutional Neural Network 

DAIN Deep Adaptive Input Normalization 

DL Deep Learning 

ESET-ConvNet Embedded Squeeze-and-Excitation Temporal  

LDA Latent Dirichlet Allocation 

LOB Limit Order Book  

LSTM Long Short-Term Memory 
ML Machine Learning 

MLP Multilayer Perceptron 

PCA Principal Component Analysis 

ReLU Rectified Linear Unit 

RF Random Forest 

RNN Recurrent Neural Network 

SE-block Squeeze-and-Excitation block 

SENet Squeeze-and-Excitation Network 

SVM Support Vector Machine 

TABL Temporal Attention augmented Bilinear Layer 

TCN Temporal Convolutional Network 
WN Weight Normalization 
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