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Abstract 

This study presents control design based on Active Disturbance Rejection 
Control (ADRC) methodology to supress the effect of wing-rock motion in delta-

wing aircraft. Two structures of ADRC have been addressed for the purpose of 
wing-rock motion rejection; one is based on Linear ADRC, and the other is based 
on Nonlinear ADRC. The setting of design parameters of designed ADRC 
controller is another problem, which has been solved by using modern 
optimization technique. This work has suggested Butterfly Optimization 
Algorithm (BOA) for tuning these design parameters in such a way an optimal 
performance of controller could be reached. A comparison study in performance 
between LADRC and NADRC has been conducted via numerical simulation 

show the superior of LADRC over the NADRC in terms of rejection capabilities. 
Moreover, the simulated results showed that the BOA could successfully improve 
the performance of proposed controller as compared to try-and-error procedure. 

Keywords: Butterfly optimization algorithm, Delta-wing aircraft, Disturbance 
rejection, Linear ADRC, Nonlinear ADRC, Wing-rock motion. 
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1. Introduction 

The coupling between the unsteady aerodynamic forces and aircraft dynamic 

response results in the rise of a self-sustaining limit-cycle oscillation (LCO). This 
oscillatory motion is commonly known as "wing rock" motion. When operating at 

high angles of attack, many aircrafts with slender plan-form undergo self-induced 

oscillatory rolling motion. Also, the nonlinear aerodynamic mechanisms are the 

other cause of wing rock motion at high angles of attack [1-5].  

In general, the wing rock phenomenon can be originated due to aerodynamic 

conditions in the time of flight, or it can be caused by mechanical hysteresis such 

as backlash, cable stretching, dry Friction and hydraulic oil compressibility. Wing 

rock can also be caused by inherent mechanical hysteresis in the aircraft for 

example: in certain commercial aircraft the occurrence of wing rock is due to 

backlash in power transmission system [1]. 

A wide range of studies has also been conducted by researchers on aircraft 

exhibiting wing rock caused by aerodynamic hysteresis. It has been reported that 

some of the aircrafts that experience wing rock phenomenon include F-16 Fighting 

Falcon, F-4 Phantom, Gnat Trainer, F-18 Hornet, A-4 Skyhawk, F-14 Tomcat and 

Tornado. Owing to the different types of aircraft and different sources of primary 

physical mechanism responsible for the nonlinearities, the scope and problem of 

wing rock are also not very well understood. In general, it has been thought that 

wing rock motion is motivated by asymmetries of, which developed by negative 

roll damping and maintained by the nonlinear aerodynamic roll damping [1]. Figure 

1 shows a sketch of subsonic flow field over the top surface of a delta-wing. It is 

clear from the figure that the wing-rock is generated due to the dynamic stall and 

the asymmetries of leading-edge vortices and fore-body vortices.  

 
Fig. 1. The flow distribution over delta wing. 

Wing rock motion may also be triggered due to sideslip, or it can occur during 

a zero sideslip flight with flow asymmetries over the aircraft flight at high angle of 

attacks. According to a study conducted on F-4 Phantom, it has been observed that 
when operated at high angle of attack the aircraft could undergo divergence 

behavior in pitch and yaw known as "nose slice". Preceding the nose slice, the 

aircraft would experience wing rock motion [1]. 

Wing rock depends on the details of the configuration geometry of the aircraft. 

To suppress the wing rock on al1 types of aircraft, the primary mechanism 

responsible for the wing rock must be identified. Due to the complexity of flow 
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fields for different aircraft, the identification of the exact causes and the source of 

primary mechanism could be difficult. To eliminate the aircraft configuration 

dependent effects, research has been devoted to slender delta wing model. 

Wing rock motion is not acceptable from the operational and safety point of 

view. The problem is a concern to a pilot because it may have an adverse effect on 
aircraft maneuverability during landing approach or during a dogfight in a combat 

situation and it may lead to its crash [6]. The severity of wing rock may degrade 

the performance of weapon aiming control and accuracy. 

Owing to the highly nonlinear nature of the flight dynamics, the problem of the 

wing rock is not very well understood. No satisfactory method has been developed 

to solve the problem. During the aerodynamic design stage of the aircraft, 

consideration can be taken to minimize the occurrence of the wing rock, such as 

the design with a slender body and highly swept wings, use of the roll damper, fore-

body jet blowing etc. These conventional control methods may not be effective to 

control wing rock, which occurs at high angle of attack. 

Advanced and nonlinear controllers have to be developed to cope with high 

nonlinearity and complexity due to wing rock phenomenon. In what follows, a 
literature of recent control research that fix and solve the wing-rock problem in 

aircrafts have been presented:   

Kooi [1] had proposed dynamic recurrent neural network controller based on 

RBF (Radial Basis Function) for wing rock motion control in a test bed aircraft 

(WTI/F-16) with delta-wing configuration. Based on the input-output data 

gathered from wing rock behavior, the recurrent dynamic neural network 

structure is utilized for identification process by approximating the unknown 

nonlinearities in physical system. 

Castellanos et al. [5] presented L1 adaptive control design to solve the stabilization 

problem due to wing rock phenomenon. The design of controller has been developed 

to ensure closed-loop stability in the presence of actuator dynamic and model 
uncertainties. It has been shown that the order of chosen filter, within the structure of 

L1 adaptive control, has direct effect on the performance of controlled system.  

Ignatyev [6] proposed a neural network adaptive controller for suppressing the 

wing-rock motion for the scaled 3-DOF aircraft model mounted on a rig and 

maneuverers inside wind tunnel.    

Gonz´alez and Ra´ul [7] presented direct adaptive control to stabilize and 

control strict feedback systems. The semi-global asymptotic stability has been 

proven under limited knowledge of system dynamics. The slender delta-wing rock 

phenomenon has been applied as a case study of this work.  

Steven and .Svoboda [8] proposed dynamic recurrent radial basis function 

(DRRBF) for modeling the mechanical hysteresis, which is the main cause of wing-

rock behavior in the aircraft. The adaptive control law has been developed to 

minimize a cost function in such a way to guarantee the controlled system stability.  

Guglieri and Satori [9] proposed Sliding Mode Control (SMC) to suppress the 

effect of wing rock behavior by minimizing a cost function in terms of roll angular 

error and commanded input. The robustness of proposed controller has been 

verified in the presence of parametric disturbances. 
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Humaidi and Hameed [10] have presented three versions of controllers based 

on model reference adaptive control (MRAC) to control the rolling motion of Delta-

Wing aircraft due to rock-wing dynamic in the presence of unmatched uncertainty. 

The proposed controllers are σ-modified MRAC, weighted σ-modified MRAC and 

classical MRAC. The proposed controllers are devoted. The numerical results 
showed that the weighted σ-modified controller outperforms the other controllers 

in terms of tracking error accuracy, robustness characteristics and control effort.   

Liu and Su [11] presented a fuzzy logic control (FLC) design based on variable 

universe of discourse for wing-rock motion control. The proposed FL controller 

showed both high tracking precision and robustness against parametric uncertainty.  

Al-Qassar et al. [12] presented finite-time control design based on Super 

Twisting Sliding Mode Control (STSMC) methodology to reduce the effect of 

wing-rock motion in delta-wing aircraft. The Whale Optimization Algorithm 

(WOA) has been used to tune the design parameters of proposed controller to 

improve the dynamic performance of controlled system. 

Wu et al. [13] has proposed robust control scheme based on radial basis function 

(RBF) neural network structure and extended state observer (ESO). The study 
considered the input saturation problem by synthesizing an auxiliary system.  The 

computer simulation showed the effectiveness of proposed wing rock control based 

on backstepping control law and improved ESO.   

Roshanian and Rahimzadeh [14] presented the design of robust Model 

Reference Adaptive Control (MRAC) for single DOF motion of wing-rock 

dynamics. The general structure has been developed for stable adaptive laws, which 

guaranteed the asymptotic stability of controlled system with uniform bounded 

tracking of robust controller.  

Humaidi et al. [15] presented a comparison study between two nonlinear control 

schemes to angle control of roll channel for delta-wing aircraft subjected to wing-

rock behavior. The first proposed controller is based on sliding mode backstepping 
control, while the other is based on observer-based sliding mode control. The 

performance of proposed controllers has evaluated and compared in terms of their 

transient and robustness characteristics.   

Active Disturbance Rejection Controller (ADRC) was firstly proposed by J. 

Han with nonlinear gains. The control design of ADRC focused on nonlinear 

systems and considered both uncertain dynamics and disturbances. The essential 

idea of ADRC is firstly to combine both internal uncertain dynamics and external 

disturbances into a total uncertainty and to then estimate this combined uncertainty 

by an extended state observer (ESO) and thereafter to be cancelled out using state 

feedback structure [16-24].  

In the control design of ADRC for the motion rejection of wing-rock, some of 

design parameters appear. It has been shown that these design parameters have 
direct effect on performance of ADRC and hence on the dynamic performance of 

controlled plant [25-27].  

Modern optimization technique will be used, instead of try-and-error procedure, 

to tune these design parameters in order to have optimal performance of controller. 

In this study, Butterfly Optimization Algorithm (BOA) to optimal tuning of design 

parameters. The butterfly optimization algorithm is a new algorithm firstly 
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proposed by Arora and Singh in 2019. The BOA is a nature-inspired algorithm, 

which simulates the mating behavior and foraging behavior of butterflies. The 

mechanism of this algorithm is based on smell sense to localize the mating partner 

or nectar [28-30]. The BOA has been effectively applied to solve many problems 

in various engineering applications [31-34]. 

The following points highlight the main contribution of this study: 

• Design of active disturbance rejection control to supress the effect of wing-

rock motion in Delta-Wing Aircraft. 

• Design the observer of ADRC based on super-twisting sliding mode methodology. 

• Tuning of design parameters by developing BOA to reach optimal performance 

of ADRC. 

• Conducting a comparative study in performance between linear ADRC and 

nonlinear ADRC. 

2. Dynamic Modelling of Wing-Rock Behaviour 

Based on wind tunnel simulation, experimental tests are conducted to establish the 

dynamic model according to fitting models which mimic the behaviour of wing-
rock. However, the dynamic models got from data-fitting techniques are described 

as nonlinear and second-order differential models. In addition, one model differs 

from other model in terms of nonlinearity parts.  

If one degree of freedom (DOF) has been taken into account, the dynamic model 

describing wing-rock motion can be given by [35, 36]: 

�̈� = (𝜌 . 𝑈∞
2 . 𝑆𝑏 2. Ixx⁄ ) 𝐶𝑙 +𝐷.𝑢                                                                          (1) 

where, the variables ϕ and ρ represent roll angle and the air density, respectively.  

The speed of free air stream is defined by 𝑈∞ ,  𝑆 defines the wing area of 

aircraft. The coefficients 𝑏 denotes the wing chord. The wing moment of inertia 

around the roll span axis is denoted by Ixx, the position and effectiveness rolling of 

differential ailerons are represented by 𝑢 and 𝐷, respectively. The parameter 𝐶𝑙 can 

be expressed by [35-37] 

𝐶𝑙 = 𝑎1𝜙 + 𝑎2. �̇� + 𝑎3 |𝜙|. �̇� + 𝑎4 |�̇�|. �̇� + 𝑎5. 𝜙
3                                             (2) 

where, the coefficients 𝑎𝑖, 𝑖 = 1,… ,4, are unknown constants. Combining Eqs. (1) 
and (2) to have 

�̈� = 𝑏1. 𝜙 + 𝑏2. �̇� + 𝑏3. |𝜙| . �̇� + 𝑏4 �̇� |�̇�| + 𝑏5. 𝜙
3 + 𝑏6. 𝑢                               (3) 

Based on above equation, the state variable can be established by setting 𝑥1 =
𝜙, 𝑥2 = �̇�1 = �̇�. This gives the following state variable equation  

�̇�1 = 𝑥2 
�̇�2 = 𝑏1 𝑥1 + 𝑏2 𝑥2 + 𝑏3. 𝑥2. |𝑥1| + 𝑏4. 𝑥2. |𝑥2| + 𝑥1

3 + 𝑏6. 𝑢                               (4) 

where the coefficients 𝑏1, 𝑏2, 𝑏3, 𝑏4  and 𝑏5 are also unknown constants. 

If the disturbance or non-parametric uncertainty 𝜁(𝑡), represented by wind and 

storm gust, has been added to the dynamic model, the following extended state 

variable is obtained 
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�̇�1 = 𝑥2 
�̇�2 = 𝑏1𝑥1 + 𝑏2𝑥2 + 𝑥2(𝑏3|𝑥1| + 𝑏4|𝑥2|) + 𝑏5𝑥1

3 + 𝑏6𝑢 + 𝜁(𝑡)                        (5) 

Remark 1: In order to ensure the stability of the Delta Wing Aircrafts, the value of 

𝑐2 must satisfy 𝑐2 > 𝛿 > |𝜁̇(𝑡)|.  

3.  ADRC for Delta Wing Aircrafts 

The structure of Active Disturbance Rejection Control (ADRC) has three main 

elements: Tracking differentiator (TD), State-error-feedback (SEF) controller and 

extended state observer (ESO). The role of tracking differentiator is to perform 

differentiation of input signal corrupted with noise or spikes to quickly get the 

tracking signal. The ESO is utilized for estimation of extended state, which represents 

the lumped terms of external (disturbance) and internal uncertainties. Then, the 

control signal to realize rejection of wing-rock motion for delta-wing aircraft, is 

extracted based on nonlinear combination of estimator and SEF controller. 

3.1. Tracking differentiator (TD) 

The tracking differentiator is an essential part of ADRC structure which responsible 

for obtaining monotonic input profile under spiky or noisy set-point to be 

reasonably followed by plant output. The governing equations for TD can be 

developed as follows [25-27]: 

For a double integral plant described by 

{
�̇�1 = 𝑥2
�̇�2 = 𝑢

                        (6) 

where, the input is bounded |𝑢| ≤ 𝑟. If the signal 𝑣 is assigned to desired value for 

𝑥1 and one can find the time-optimal solution according to  

𝑢 = −𝑟. 𝑠𝑖𝑔𝑛 (𝑥1 − 𝑣 +
𝑥2 .|𝑥2|

2𝑟
)                     (7) 

Based on this principle, the solution of following differential equations will give 

the desired transient profile:  

{
�̇�1 = 𝑣2

�̇�2 = −𝑟 𝑠𝑖𝑔𝑛 (𝑣1 − 𝑣 +
𝑣2|𝑣2|

2𝑟
)
                     (8) 

where, the state variables 𝑣1 and 𝑣2 represents the tracking signal and its derivative 

of the desired trajectory, respectively.  

The parameter 𝑟 can be chosen to slow down or speed up the transient profile 

according to the physical limitations of certain application. Moreover, for real-time 

implementation, the discretization of continuous-time time-optimal solution 

described by Eq. (7) leads to rise of considerable numerical errors. To solve this 

problem, the double integral plant is discretized as follows 

{
𝑣1(𝑘 + 1) = 𝑣1(𝑘) + ℎ𝑣2(𝑘)

𝑣2(𝑘 + 1) = 𝑣2(𝑘) + ℎ 𝑢
                     (9) 

where ℎ is the sampling period. The control signal is rewritten as 

𝑢 = 𝑓𝑠𝑡(𝑣1 − 𝑣, 𝑣2, 𝑟0, ℎ0)                   (10) 
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where 𝑟0  and ℎ0  are the design parameters of controller. The function 𝑓𝑠𝑡(𝑣1 −
𝑣, 𝑣2, 𝑟0 , ℎ0) is defined by 

𝑓𝑠𝑡(𝑣1 − 𝑣, 𝑣2, 𝑟0 , ℎ0) = {
−𝑟0  𝑠𝑖𝑔𝑛(𝑎),              𝑎 > 𝑑

−𝑟0  
𝑎

𝑑
,                        𝑎 ≤ 𝑑

                (11) 

𝑎 = {
𝑣2 +

𝑎𝑜−𝑑

2
 𝑠𝑖𝑔𝑛(𝑦),                   |𝑦| > 𝑑𝑜

𝑣2 +
𝑦

ℎ0
,                                             |𝑦| ≤ 𝑑𝑜

                                 (12) 

{
 

 
𝑑 = 𝑟0ℎ0
𝑑𝑜 = 𝑑ℎ0

𝑎𝑜 = √𝑑
2 + 8𝑟0|𝑦|

𝑦 = 𝑣1 − 𝑣 + ℎ0 𝑣2

                                                                               (13) 

The time-optimal solution, represented by Eq. (10), could ensure fastest rate of 

convergence, from 𝑣1 to 𝑣 without any overshoot.  

3.2. Linear active disturbance control 

3.2.1. Linear extended state observer 

One can express the controlled nonlinear plant subjected to internal uncertainties 

and external disturbances by the following nonlinear equation [25-27] 

{
�̇�1 = 𝑥2

�̇�2 = 𝑓(𝑥, 𝑤, 𝑡) + 𝑏𝑢
𝑦 = 𝑥1

                                                                                              (14) 

where, the input and output signals are defined by 𝑢  and 𝑦 , respectively. The 

function 𝑓(𝑥, 𝑤, 𝑡) represents the unknown nonlinear term with disturbance, and 𝑏 

denotes control input gain. 

If the above state variable systems are extended to introduce a new state 𝑥3 that 

lumps the total disturbances, nonlinearities and uncertainties, and expressed by 

𝑥3 = 𝑓(𝑥,𝑤, 𝑡) + ∆𝑏 𝑢, then Eq. (14) can be written as 

{

�̇�1 = 𝑥2
�̇�2 = 𝑥3 + 𝑏𝑢
�̇�3 = 𝑔(𝑡)
𝑦 = 𝑥1

                                                                                                          (15) 

One can propose the following state observer for the expanded system of Eq. 

(15) as follows: 

{

�̇�1 = 𝑥2 + 𝛽1 (𝑥1 − 𝑥1)

�̇�2 = 𝑥3 + 𝑏0𝑢 + 𝛽2 (𝑥1 − 𝑥1)

�̇�3 = 𝛽3 (𝑥1 − 𝑥1)

                                                                              (16) 

where 𝑥1, 𝑥2 and 𝑥3 are the estimated states of actual states 𝑥1, 𝑥2, and 𝑥3 respectively. 

The parameters𝛽1 , 𝛽2  and 𝛽3  are selected as [𝛽1, 𝛽2 , 𝛽3] = [3𝑤𝑜 , 3 𝑤𝑜
2, 𝑤𝑜

3]  to 

ensure the stability of the ESO, where 𝑤𝑜 represents the observer bandwidth [25-27]. 

Now, if the estimation errors define the differences between actual and 

estimated states, 𝑥1 = 𝑥1 − 𝑥1, 𝑥2 = 𝑥2 − 𝑥2 and 𝑥3 = 𝑥3 − 𝑥3, then Eq. (16) can 

be accordingly rewritten as follows:  
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{

�̇�1 = �̇�1 − �̇�1 = −3𝑤𝑜  𝑥1 + 𝑥2
�̇�2 = �̇�2 − �̇�2 = − 3𝑤𝑜

2 𝑥1 + 𝑥3
�̇�3 = �̇�3 − �̇�3 = −𝑤𝑜

3 𝑥1 + �̇�3

                                                                           (17) 

The state error �̃� = [𝑥1, 𝑥2, 𝑥3]
𝑇 is defined to rewrite Eq. (17) as: 

�̇̃� = 𝑨 �̃� + 𝑩 

[

�̇�1
�̇�2
�̇�3

] = [

−3𝑤𝑜 1 0

− 3𝑤𝑜
2 0 1

−𝑤𝑜
3 0 0

] [
𝑥1
𝑥2
𝑥3

] + [
0
0
�̇�3

]                                                                       (18) 

According to Eq. (18), it is always possible to select 𝑤𝑜 in such a way that the 

eigenvalues of 𝐴 are in the left-hand plane, by which it is possible to find a positive 

definite matrix 𝑃 such that, 

𝑨𝑇𝑷+𝑷𝑨 = −𝑸                                                                                                 (19) 

for any given positive definite matrix 𝑸. Defining a Lyapunov candidate, 

𝑉 = �̃�𝑇𝑃�̃�                                                                                                               (20) 

The time derivative of Eq. (20) is giving by 

�̇� = �̇̃�𝑇𝑃�̃� + �̃�𝑇𝑃�̇̃� 

�̇� = (𝐴�̃� + 𝐵)𝑇𝑃�̃� + �̃�𝑇𝑃(𝐴�̃� + 𝐵) = �̃�𝑇𝐴𝑇𝑃�̃� + �̃�𝑇𝑃𝐴�̃� + 2𝐵𝑇𝑃�̃� 

�̇� = −�̃�𝑇𝑄�̃� + 2𝐵𝑇𝑃�̃� 

�̇� ≤ −𝜂(𝑄)‖�̃�‖
2
+ 2𝜀‖𝑃‖‖�̃�‖ 

After a sufficiently long time, the norm of the state error �̌� is bounded by 

‖�̃�‖ ≤
2𝜀‖𝑃‖

𝜂𝑄
                                                                                                           (21) 

where 𝜂 is the smallest eigenvalue of a matrix. 

Lemma 1.  Given a differentiable continuous function Υ(𝑡) satisfying  

𝜎1 ≤ Υ(𝑡) ≤ 𝜎2                                                                                                     (22) 

with positive constant 𝜎1 and 𝜎2. The derivative Υ(𝑡) is also bounded. 

the estimation error of 𝑥3 is bounded, and according to Lemma 1, the derivative of 

𝑥3 is bounded by, 

|�̇�3| < 𝐿                                                                                                                  (23) 

where 𝐿 is a positive constant. 

3.2.2. Linear state error feedback 

State error feedback control law generates control signal 𝑢 for system by using the 

error from the output of LESO and TD.  

{
𝑒1 = 𝑣1 − 𝑥1
𝑒2 = 𝑣2 − 𝑥2

                                                                                                       (24) 
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A linear combination of error signal and its differential can be constructed as 

follows: 

𝑢𝑜 = 𝑘1𝑒1 + 𝑘2𝑒2                                                                                                (25) 

Feedback control law can be obtained as 

𝑢 =
𝑢𝑜−�̂�3

𝑏0
                                                                                                             (26) 

Definition 1. Let 𝑥𝑖(𝑡) ∈ (0 ≤ 𝑖 ≤ 𝑛)  and 𝑥𝑖(𝑡) ∈ (0 ≤ 𝑖 ≤ 𝑛 + 1)  be the 

solutions of the closed-loop system Eq. (14) under the feedback Eq. (26) with 

LESO Eq. (16), coupling TD Eq. (9). Let 𝑥3 = 𝑓(𝑥, 𝑤, 𝑡) + ∆𝑏𝑢 be the extended 

state variable. We say that the ADRC is convergent if, for any given initial values 

of Eqs. (5), (10), and (11), there exists a constant 𝑅𝑂 > 0 such that for any 𝑅 > 𝑅𝑜, 

lim
𝑡→∞
𝜀→0

[𝑥𝑖(𝑡) − 𝑥𝑖(𝑡)] = 0 , 0 ≤ 𝑖 ≤ 𝑛 + 1                                                              (27) 

lim
𝑡→∞
𝜀→0

[𝑥𝑖(𝑡) − 𝑧𝑖(𝑡)] = 0 , 0 ≤ 𝑖 ≤ 𝑛                                                                     (28) 

Moreover, for any given 𝜌 > 0, lim
𝑅→0

[𝑣1(𝑡) − 𝑣] = 0 uniformly for 𝑡 ∈ [𝜌,∞). 

3.3. Nonlinear active disturbance control 

3.3.1. The super-twisting extended-state observer (STESO) 

This study applies STESO to estimate the states𝑥1, 𝑥2 and 𝑥3. The mathematical 

structure of STESO is described by 3rd order dynamics as follows  

{

�̇�1 = 𝑥2 + 𝛽1. |𝑥1 − 𝑥1|
2

3. 𝑠𝑔𝑛(𝑥1 − 𝑥1)

�̇�2 = 𝑥3 + 𝑏0. 𝑢 + 𝛽2   |𝑥1 − 𝑥1|
1

3. 𝑠𝑔𝑛(𝑥1 − 𝑥1)

�̇�3 = 𝛽3 . 𝑠𝑔𝑛(𝑥1 − 𝑥1)

                                              (29) 

The hyperbolic tangent nonlinear function has been used instead of signum 

function due its smooth characteristics, which in turn leads to considerably 

reduction of the chattering effect. As such, the term 𝛽3 𝑠𝑔𝑛(𝑥1 − 𝑥1) is replaced 

by 𝛽3 tanh(𝑐(𝑥1 − 𝑥1)) in Eq. (29), which can be rewritten as 

{
 

 �̇�1 = 𝑥2 + 𝛽1. |𝑥1 − 𝑥1|
2

3. 𝑠𝑔𝑛(𝑥1 − 𝑥1)

�̇�2 = 𝑥3 + 𝑏0. 𝑢 + 𝛽2. |𝑥1 − 𝑥1|
1

3. 𝑠𝑔𝑛(𝑥1 − 𝑥1)

�̇�3 = 𝛽3. tanh(𝑐(𝑥1 − 𝑥1))

                                               (30) 

3.3.2. Nonlinear state error feedback (NSEF) 

The nonlinear state error feedback element is configured by nonlinear combination 

of ESO and TD, that is; 

{
 
 

 
 

𝑒1 = 𝑣1 − 𝑥1
𝑒2 = 𝑣2 − 𝑥2

𝑢𝑜 = 𝑐1 𝑓𝑎𝑙(𝑒1, 𝛼1, 𝛿) + 𝑐2 𝑓𝑎𝑙(𝑒2, 𝛼2, 𝛿)

𝑢 =
𝑢𝑜−�̂�3

𝑏0
 

                                                       (31) 
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where 𝑓𝑎𝑙 is a non-smooth function proposed by researcher Han. The 𝑓𝑎𝑙 function 

is defined by 

𝑓𝑎𝑙 = {
𝑒 . 𝛿𝛼−1                  |𝑒| ≤ 𝛿
|𝑒|𝛼 . 𝑠𝑔𝑛(𝑒)         |𝑒| > 𝛿

                                                                        (32) 

where 𝛿 is threshold of non-smooth interval, 𝛼 is control parameter. If |𝑒| < 𝛿 , a 

linear function 𝑓𝑎𝑙 is applied to avoid the high-frequency fluctuations due to sign 

function. In case of |𝑒| > 𝛿, a non-smooth 𝑓𝑎𝑙 function is used with adjustable 𝛼 

parameter (0 < 𝛼 < 1). 

4.  Butterfly Optimization Algorithm (BOA) 

The butterfly optimization algorithm belongs to the family of metaheuristic 

algorithms. It is inspired by nature more precisely mimics the behaviour of 

butterflies when searching for food, during the summer period the monarch 
butterfly population begins a peregrination from North America to the south, and 

from the southern region of Canada to Mexico to seek subsistence, the same applies 

to butterflies who, through their senses, can monitor food sources and to have a 

mating partner for lineage continuity, the most common sense used by them is the 

smell, the one that directs them to get all the information they need about their trip. 

Each butterfly generates an odour according to its position, once another butterfly 

detects an odour and moves towards it, this detection is done in two ways: the first 

is called the global search and the second is called random search, where the 

butterfly randomly searches for areas where it can detect odours from other 

populations, for the movement of butterflies to be optimal; restricted steps are 

necessary such that; the whole population must give off a scent, each butterfly 

moves at random and the capacity of the stimulus depends on the place, 
environment where it is located and the objective sought [38]. The algorithm of 

Butterfly optimization technique is described below:  

Butterfly optimization algorithm 

Generate initial population of n butterflies 𝑤𝑖  (𝑖 = 1,2,… , 𝑛) 

Simulate intensity 𝐼𝑖 at 𝑤𝑖 is determined by 𝑓(𝑤𝑖) 
Define sensor modality 𝑐, power exponent 𝑎 and switch probability 𝑝 
while stopping criteria not met do 

    for each butterfly 𝑏𝑓 in population do 

        Calculate fragrance for 𝑏𝑓 using equation (𝑓 = 𝑐𝐼𝑎) 
    end for 

    Find the best 𝑏𝑓 (𝑔∗) 
    for each butterfly 𝑏𝑓 in population do 

        Generate a random number 𝑟 from [0,1] 
        if  𝑟 < 𝑝 then 

            Move towards best butterfly/solution using equation (𝑤𝑖
𝑡+1 = 𝑤𝑖

𝑡 + (𝑟2 × 𝑔∗ −
𝑤𝑖

𝑡) × 𝑓𝑖) 
       Else 

            Move randomly using equation (𝑤𝑖
𝑡+1 = 𝑤𝑖

𝑡 + (𝑟2 ×𝑤𝑗
𝑡 −𝑤𝑘

𝑡) × 𝑓𝑖) 

       end if 

    end for 

    Update the value of 𝑎 
end while 

Output the best solution found. 
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In order to conduct a comparison study with suggested BOA, one may consult 

other works related to other optimization techniques such as social spider 

optimization algorithm (SSO), Spider monkey optimization (SMO), cuckoo 

optimization algorithm (COA), Sine-cosine algorithm, Grey Wolf Optimize 

(GWO), Particle Swam Optimization (PSO), Whale Optimization Algorithm 

(WOA) [39-45].  

5.  Computer Simulation 

In this section, the effectiveness of optimal LADRC and optimal NADRC has been 

evaluated via numerical simulation using MATLAB programming software. The 

numerical simulation has used Ode45 as a numerical solver. In addition, the 

simulation is based on the following assumptions:  

i. The roll angle can operate within the allowable range ±30 degree, 

ii. The uncertainty is unmatched disturbance, and it actually represents a gust 

wind, which can be simulated as a uniform random signal with upper and 

lower bounds −10𝑜 ≤ 𝜁(𝑡) ≤ 10𝑜. 

iii. The numerical values of parameters for wing-rock motion are given as [10]: 

iv. 𝑏1 = −0.018 , 𝑏2 = 0.015 , 𝑏3 = −0.062 , 𝑏4 = 0.009 , 𝑏5 = 0.021 , 𝑏6 =
0.75 

v. The optimization algorithm based on BOA results in optimal design 

parameters for LADRC and NADRC 

The optimization technique is responsible for tuning five design parameters, 

represented by 𝑘1, 𝑘2, 𝑏0, ℎ, 𝑅, and 𝑤𝑜 for LADRC and twelve design parameters, 

represented by 𝑐1, 𝑐2, 𝛼1, 𝛼2, 𝛿, 𝑏0, ℎ, 𝑅, 𝛽1, 𝛽2, 𝛽3, and 𝑐 for NADRC. The Root 

Mean Square Error (RMSE) has been chosen as the cost function (fitness function) 

and the minimization of cost function has been adopted in this optimization 

problem. The setting of design parameters-based BOA is listed in Table 1. 

Table 1. The optimal values of design parameters  

for Optimal LADRC and Optimal NADRC based on BOA. 

Design constants  

for NADRC 
Value 

Design constants  

for LADRC 
Value 

𝒄𝟏 215.23 𝜷2 283.555 

𝒄𝟐 42.48 𝜷3 0.967 

𝜶𝟏 0.961 𝒄 67.006 

𝜶𝟐 0.898 𝑘1 499.999 

𝜹 88.0243 𝑘2 28.946 

𝒃𝟎 0.829 𝑏0 0.7478 

𝒉 0.907 ℎ 0.9067 

𝑹 12.054 𝑅 12.0539 

𝜷𝟏 31.408 𝑤𝑜 698.37 

In this study, two scenarios have been taken into account; one is based on 

disturbance-free case, while the other scenario considered the exertion of 

disturbance on the aircraft.  

Figure 2 shows the behaviours of roll angle for the disturbance-free case based 

on both proposed controllers. It is evident that the LADRC better enhances the 
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performance as compared to NADRC. The performances of proposed controllers 

are numerically evaluated and reported in Table 2. The RMS has been chosen as 

the index for performance evaluation.  

 

Fig. 2. The responses of roll motion due to LADRC and NADRC. 

Table 2. Transient parameters of the  

controlled system based on LADRC and NADRC. 

Controller Type RMSE 

LADRC 0.7931 

NADRC 1.1067 

Figure 3 shows the change rate of roll angle. The control effort due to LADRC 

and NADRC is indicated in Fig. 4. It is evident from the figure that the control 

signal in case of LADRC is higher than that in case of NADRC. However, this is 
the price paid by the optimal controller to enhance or improve the dynamic 

performance of the optimal controlled wing-rock motion. The behaviors of error 

signal for optimal controllers are shown in Fig. 5. 

 
Fig. 3. The rate change of roll angle. 
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Fig. 4. The control effort due to both LADRC and NADRC. 

 
Fig. 5. The error signal due to both LADRC and NADRC. 

In the next scenario, the disturbance due to wind gust is taken into account and 

the performances of LADRC and NADRC are evaluated based on computer 

simulation. The behaviour of applied disturbance is described in Fig. 6. As 

mentioned earlier, the disturbance lies within the range  −10𝑜 ≤ 𝜁(𝑡) ≤ 10𝑜 and 

has uniform random distribution such that it is mimicking the real wind-gust. The 

response of roll motion based on optimal controllers in the presence of wind 
disturbance has been illustrated in Fig. 7. The disturbance has been exerted in 

specified periods of time and the figure shows that the LADRC shows good 

dynamic performance under the applied disturbance.  

 
Fig. 6. The disturbance behaviour of wind gust. 
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Fig. 7. The roll motion subjected to disturbance. 

Figures 8 and 9 show the rate change of roll motion and control effort, 

respectively, under the action of disturbance. 

 
Fig. 8. The rate change of roll motion under disturbance. 

 
Fig. 9. The control effort of LADRC  

and NADRC in the presence of disturbance.  
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This study can be extended for future work by proposing other control strategies 

to address the wing-rock phenomena and to evaluate their performances compared 

to the ADRC and to demonstrate their effectiveness in terms of rejection 

capabilities against this flight unwanted behaviour [46-60].  

6.  Conclusion 

In this study, the LADRC and NADRC have been developed to control the wing-

rock motion of delta-wing aircraft. The BOA has been applied to tune the design 

parameters of the controllers in order to have optimal performance of proposed 

controllers. The optimal LADRC based on BOA is compared to that based on 

optimal NADRC via computer simulation within MATLAB environment. The 

simulated results showed optimal LADRC outperforms the optimal NADRC in 

terms of transient and steady state characteristics. 

Nomenclatures 
 𝑏 The chord of the wing 

𝑏1, 𝑏2, 𝑏3, 𝑏4 , 𝑏5 Unknown constants 

𝐷 The effectiveness rolling of differential ailerons rolling 

𝑓(𝑥,𝑤, 𝑡) Unknown nonlinear term 

ℎ The sampling period 

𝐼𝑥𝑥  The wing moment of inertia around the roll span axis 

P Positive definite matrix 

𝑆  The wing area of aircraft 

𝑈∞   The speed of free air stream 

𝑢 Control law 

𝑤𝑖 Initial population of butterfly 

𝑥1, 𝑥2, 𝑥3 Actual state variables 

𝑥1, 𝑥2, 𝑥3 Estimated state variables 

𝑥1, 𝑥2, 𝑥3 Estimation errors 

Greek Symbols 

𝜙 Roll angle  

ρ The air density 

𝜁(𝑡)   The non-parametric uncertainty (gust or storm wind) 

Abbreviations 

ADRC Active disturbance rejection control 

BOA Butterfly Optimization Algorithm 

COA Cuckoo optimization algorithm 

ESO Extended State Observer  
GWO Grey wolf optimizer 

LADRC Linear active disturbance rejection control 

NADRC Nonlinear active disturbance rejection control 

SMO Spider monkey optimization 

SSO Social spider optimization algorithm 

STESO Super-twisting Extended-State Observer  

TD Tracking differentiator 

WOA Wale Optimization Algorithm  
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