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Abstract 

Video streaming services has dominated the growth of Internet traffic, which accounts 
for more than 82% of global network traffic. As videos represent a powerful medium 
for user engagement, there has been an exponential growth in the different forms of 
video content being generated and distributed. Such a large diversity of content 
includes educational, gaming, historical, and entertainment among others. While the 
positive impact of these video services available through Internet has benefitted a 

large number of citizens, it is evident that the same platform has been subjected to 
misuse for the propagation of explicit content not suitable for children. Therefore, it 
is crucial to develop automated solutions that can successfully filter such content to 
protect children and vulnerable individuals. Over the last few years, deep learning 
algorithms have achieved high accuracy in object recognition in comparison to the 
statistical algorithms trained on hand-crafted features. The deep-learning algorithms 
has demonstrated the ability to automatically select most representative features to be 
extracted from visual representation of objects. While this technology has been 

successfully applied to many important computer vision problems, its use for the 
classification and filtering of adult content has not been fully explored yet. Addressing 
this challenge, the research presented in this paper reports a deep-learning framework 
that exploits spatio-temporal and visual features of video sequences for efficient and 
effective detection of adult content. The proposed network architecture aims at 
harvesting information from two important aspects of video content: spatial self-
learned features and cues from temporal redundancies and dynamics in videos. First, 
a Convolutional Neural Network (CNN) architecture based on Inception-v3 is used to 
model and learn the spatial video features. This CNN architecture builds the basis of 

the proposed deep-learning framework. Temporal characteristics are then modelled 
through a long-term short memory approach that correlates information from 
subsequent frames in the processed video clip. The proposed approach has been 
validated against an openly available dataset, which includes a large category of adult 
content and other video sequences that are hard to discriminate, e.g., beach footage, 
swimming and wrestling. The accuracy of the proposed approach reaches 97.4%, 
while the recall is 97%, making it highly suitable for practical applications. 

Keywords: Adult content, Convolutional neural network, NPDI dataset, Video 

classification, LSTM network.   
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1. Introduction 

Filtering sensitive media, including pornographic, violent and gory videos 

distributed through Internet services, has growing importance, due to the pervasive 
presence of interconnectivity for people of all ages. Among the sensitive media 

types, pornography is often considered one of the most disturbing forms of content 

[1]. The pervasiveness of pornographic videos on the Internet is leading to 

significant societal problems, whose consequences for future generations cannot be 

underestimated. Indeed, it has been reported that children as young as seventh grade 

are already accessing adult content, while young teenagers also frequently watch 

such content [2].  

Researchers from psychology and related social science discipline agree that 

the open availability of adult content is having significant negative consequences 

in childhood development [3]. According to Short et al. [4], the consumption of 

adult content reduces the ability of the brain to give an appropriate response to 
stimuli and this effect is largely augmented in young people. The challenge is 

further compounded due to the exponential growth of online video streaming 

services that are particularly targeted at young adults. A range of applications has 

increased societal interest in the problem, e.g., detecting inappropriate behavior via 

surveillance cameras; or curtailing the exchange of sexually charged instant 

messages, also known as “sexting”, by minors. In addition, law enforcers may use 

pornography filters as a first sieve when looking for child pornography in the 

forensic examination of computers, or internet content.  

The critical need for classifying and identifying such content is further 

reinforced by the release of commercial tools and solutions such as Amazon 

Rekognition [5], Explicit Content Recognition [6] that offers support for the 

societal harm that is perpetrated upon the young adults. A report by the 
ExtremeTech [7] technology site suggests that 30% of all Internet traffic is 

associated with pornography. Thus, the use of manual curation and/or moderation 

of increasingly large volume of content has been deemed impossible by Internet 

service providers.  

Early papers addressing this problem can be traced back almost two decades ago. 

Relevant techniques include the use of IP-based filtering or blocking. Such 

approaches rely on knowledge about websites previously identified as hosts of adult 

content [8]. Other early techniques reported in the literature include the analysis of 

textual analysis and topic models [9], as well as the use of semantic technologies for 

identifying adult content by exploiting metadata associated with the video of concern 

[10]. A more detailed review of early techniques for adult content classification and 
filtering is given in the next section. More recently, computer vision approaches 

exploiting statistical colour model-based filters have been proposed Yin et al. [11]. 

Unfortunately, techniques based on statistical models for quantifying skin colour led 

to several false positives in images containing mostly brown colour as 10%, 23.5%, 

and 5.2% false-positive occurrences reported in [12, 13].  

Conventional machine learning approaches consist of two main processes: feature 

extraction and classification. Feature extraction is usually handcrafted by engineers 

according to the target classification problem. Then, the extracted feature vectors are 

classified as basic k-means or more advanced Support Vector Machines (SVM). In 

these cases, the accuracy of recognition vastly depends on the engineer's experience 

and the suitability of exploited features according to a particular problem. 
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With the advent of advanced machine learning models, specifically deep 

learning, an important tool became available to tackle any object classification 

problem. Consequently, better results can be expected since large amounts of data, 

i.e., big data, is also available to automatically train deep-learning networks for 

most classification problems including adult content recognition. To the best of our 
knowledge, one of the first attempts to exploit deep-learning networks for the 

detection and filtering of adult content has been reported by Nurhadiyatna et al. 

[14], while subsequently additional publications have been reported in the 

literature. This research aims at embedding deep convolutional network models in 

hand-held devices to block detected adult content. In this case only pornographic 

still images and keyframes extracted from the videos are processed. Inception v3 

network was developed based on convolutional operations, which rely on feature 

extraction using spatial domain. Therefore, our research focused on the need for 

the development of visual analysis for the detection of pornographic images and 

does not consider the temporal correlations between the image sequences. 

Additionally, the comparative analysis performed on the NDPI dataset, reports on 

the categorization results using visual features (and not using temporal features) 

Exploiting recent developments in machine learning technology, specifically 

deep learning, a generic network architecture is proposed in this paper for the 

recognition of adult video content. The aim is to exploit the visual and temporal 

characteristics of video sequences. The proposed network architecture is based on 

a classic Convolutional Neural Network (CNN) trained to learn spatial-visual 

features. On top of this “fundamental” learning network, temporal characteristics 

are modelled through a Long-Term Short Memory approach, which exploits 

information from subsequent frames in the processed video clip.  

Several state-of-the-art CNN frameworks were initially tested to find the most 

suitable one for our target application. Compared to the previous versions 

(Inception v1 and v2), the Inception v3 network structure uses a convolution kernel 
splitting method to divide large volume integrals into small convolutions. For 

example, a 3x3 convolution is split into 3x1 and 1x3 convolutions. Through the 

splitting method, the number of parameters can be reduced; hence, the network 

training speed can be accelerated while the spatial feature can be extracted more 

effectively. At the same time, Inception v3 optimizes the Inception network 

structure module using three different size area grids (35×35, 17×17, and 8×8) [15] 

As a consequence of this initial analysis, the Inception V3 framework was chosen 

as the most suitable machine learning model for our classification problem.  

Among the several types of deep-learning network architectures, three network 

models have been widely considered for the extraction of deep-learning features 

namely VGGNET [16], RESNET [17] and Inception [18]. Following a quantitative 

assessment of the computational complexity, the use of Inception-v3 networks was 
adopted for the visual feature extraction. A detailed technical analysis of the 

Inception-v3 is presented in Section 3 for completeness.   

The main contributions of the paper include:  

• Summarize the most relevant algorithms reported in the literature for more 

than two decades for the detection, classification, and filtering of adult content.  

• Study of deep-learning feature extraction components for modelling the visual 

characteristics of explicit and non-explicit content  
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• Design a framework for computationally deep-learning network for the 

classification of adult content 

• Implement, validate and benchmark the proposed deep-learning framework 

against the reported techniques in the literature  

• Recommend upon the quality of the features and the proposed approach 
towards improving the classification accuracy for achieving high recall in trade 

off with precision. 

The paper is structured as follows. In Section 2, a survey of the most relevant 

research works addressing the adult classification problem is presented. In this section 

a review of deep learning frameworks and relevant architectures are also outlined. In 

Section 3, the proposed network architecture is presented in detail. Section 4 describes 

two different approaches for adult content recognition using the same framework but 

exploiting temporal relationships in two different ways. Section 5 describes selected 

results from an exhaustive evaluation. The paper closes with conclusions drawn from 

this research work and potential future extensions in Section 6.  

2. Literature Review 

One of the earliest publications summarizing the state of explicit video 

classification contained a review of 46 articles in which the authors noted the 

definition of adult content as “any sexually explicit material with the aim of 

triggering sexual arousal or fantasy” [4]. The first attempt at the classification of 

adult content was conducted by Duan et al. [12] who postulated the hypothesis that 

explicit content would include nudity and thus to detect skin colour. The presented 

approach included a colour matching descriptor for the identifying and 

quantification of the amount of skin that was visible in the image. A similar 

approach has been adopted by Jeong et al. [19] but the experimental results were 
performed on a total of 17,400 images mixed with explicit nudity and non-adult 

content. Subsequently, the use of pixel-based approaches for modelling region of 

interest (ROI) based on the skin-detection algorithm has been reported in [13, 20]. 

A range of statistical metrics such as colour moment, histogram, and Gray Level 

Co-occurrence Matrices (GLCM) have been successfully validated. Furthermore, 

following the development of machine learning tools and algorithms such as 

Support Vector Machine (SVM) using Radial Basis Function (RBF) kernel or 

Neural Network (NN) the research on feature extraction and modelling the 

characteristics of visual and motion parameters gained popularity. 

Following the success of the feature extraction and machine learning techniques 

resulting the improving accuracy of the classification algorithm, the problem of 

explicit content classification has been treated as an image classification problem 
[21] based on the use of local descriptors such as HueSIFT descriptor and Bag of 

Visual Words (BoVW) feature vectors trained using SVM linear classifier. 

BossaNova to enrich BoVW has been proposed by Avila et al. [22]. Zhang et al. 

[9] and Zhuo et al.  [23] proposed a Skin ROI detector based on the extracted 

features containing HueSIFT, Texture and Intensity. Despite the success of the 

skin-based ROI modelling of the adult content, the use of handcrafted features 

extracted from a small-scale dataset has been found to be highly correlated to the 

specific problem and less generalized compared to the deep learning approach. The 

overfitting of the handcrafted features is a limitation, which has been overcome in 

the proposed approach.    
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The image classification changed direction after the successful deep learning 

algorithm [24] on winning ImageNet Large Scale Visual Recognition Competition 

(ILSVRC). The deep learning weight that is trained on the ImageNet dataset can be 

transferred to other domains such as pornographic images [20]. The experiment 

using VGG-16 architecture in NPDI pornographic video keyframes has shown 
strong performance with the accuracy reaching 93.8%. An overview of the various 

techniques reported in the literature, in which the adult content classification was 

treated as an image classification is presented in Table 1.   

Table 1. Explicit image content classification results. 

Ref. 
Dataset 

Volume* 

Feature Extraction Visual 

Vocabulary 

Clustering 

Classifier Acc. (%) 
Detector Descriptor 

[12] 760/885 
Colour 

Distribution 
Saturation - 

SVM 

(RBF) 
80.7 

[19] 
4,600/ 

13,000 

Shape 

Information 
Skin Likelihood - 

SVM 

(RBF) 
96.35 

[20] 812/ 16,488 Skin ROIs 
Colour Moment, 

Histogram, GLCM 
- 

SVM 

(RBF) 
90 

[13] 508/482 Skin ROIs 
Colour Moment, 

Histogram, GLCM 
- Adaboost 94.8 

[21] 90/90 SIFT blobs HueSIFT K-means 
SVM 

(Linier) 
84.6 

[9] 4,000/ 4,000 Skin ROIs Colour, Texture, Intensity K-means SVM 90.9 

[23] 8000/11,000 Skin ROIs ORB K-means RBF 93 

[25] 6,387/10,340 VGG-16 FCL 93.8 

*Number of pornographic images / Number of non-pornographic images of confusing nature 

Following the increasing availability of large-scale video datasets, the research 

focus had been shifted from processing images to handle video streams. Addressing 

the challenge of processing videos and extracting video centric features was 

reported in a sequence of publications which has been summarized in Table 2.  

Table 2. Adult (video) content classification  

using statistical machine learning algorithms. 

Ref. 
Dataset 

Volume* 

Feature Extraction Visual Vocabulary 

Classifier 
Acc. 

(%) 
Feature 

Detector 

Feature 

Descriptor 

Feature 

Clustering 
Representation 

[22] 400/400 
Regular 

Grid 
HueSIFT K-means BOSSA SVM (χ) 87.1 

[26] 400/400 
STIP 

blobs 
STIP Random - 

SVM 

(Linear) 
91.9 

[27] 400/400 

Colour-

STIP 

Blobs 

STIP Random - 
SVM 

(Linear) 
91.0 

[28] 400/400 
Regular 

Grid 
HueSIFT K-means BossaNova SVM (χ2) 89.5 

[29] 400/400 
Regular 

Grid 

Binary 

descriptors 
K-medians BossaNovaVD SVM (χ2) 90.9 

[30] 400/400 
Regular 

Grid 

Binary 

descriptors 
K-medians BossaNovaVD SVM (χ2) 92.4 

[31] 400/400 

3D 

Hessians 

Blobs 

TroF GMM Fisher Vector 
SVM 

(Linear) 
95.0 

*Number of pornographic images / Number of non-pornographic images of 

confusing nature.   
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Following recent reports on the use of deep-learning networks, there has been 

several attempts by researchers towards the use of advanced network architectures 

for improving the video classification models for explicit content. In this regard, 

one of the earliest Convolutional Neural Network approaches was reported in [32] 

in which the classification of the explicit content was addressed using AlexNet [24], 
GoogLeNet [18], and combination of both network architectures. The network 

structure of the combined architecture has been referred to as AGNet and the 

reported accuracy for the classification is 94.1%. Similarly, a combination of CNN 

and RNN was reported in the design of ACORDE-101 [33] network model which 

has been reported to achieve an overall accuracy of 95.6%. In one of the more recent 

publications, Perez et al. records an overall accuracy of 97.9 % as their best 

performance on NPDI dataset [1]. The proposed approach includes two main 

features namely (i) the use of spatial features extracted from the selected frame and 

(ii) temporal features extracted from the video based on the specification of MPEG 

motion vector and optical flow. Finally, the use of 3D CNN modelled to consider 

both the spatial and temporal data has been reported to deliver an overall accuracy 

of 95% [34].  A summary of the various deep learning algorithms which has been 
reported in the literature is presented in Table 3. While the publications report on 

the overall accuracy of the proposed algorithms, the individual evaluation metrics 

such as precision, recall and F1 Score have not been reported. 

Table 3. Adult content classification using deep-learning network models. 

Ref. Input Architecture Accuracy (%) 

[32] Image AlexNet + GoogLeNet 94.1±2.0 

[33] Image Resnet101 + LSTM 95.6±1.0 

[1] Image GoogLeNet 97.0±2.0 

[1] Optical Flow GoogLeNet 95.8±2.0 

[1] Image + Optical Flow GoogLeNet 97.9±0.7 

[35] Image 3D CNN 95±1.7 

3. Deep Learning for Adult Content Recognition  

The recent success of deep learning algorithms for object detection in image 

repositories and video sequences can be attributed to the automatic extraction of 

visual features that are able to uniquely distinguish object categories. One of the 

seminal works presented in 2014, trained the network to classify 1000 different 

classes as formalized by ILSVRC 2014 dataset [35]. However, the problem of 

detecting explicit content is further compounded by the lack of generalization 

within the dataset in which the objective is to detect people performing sexual acts. 

To highlight the challenge, an overview of keyframe samples is presented in 

Fig. 1. The semantic interpretation of the dataset is varied and includes video 

sequences of non-explicit content which closely correlates to the visual 

representation of adult content. Considering the appearance of human skin as an 

indicator there are several examples of non-explicit content such as boxing, 
swimming, fashion photoshoot and video recording which are to be ignored by the 

filtering process. Therefore, the objective of the research outcome presented in the 

paper aims to generalize and propose a neural network architecture that can learn 

and optimize the weights of neuron interconnections leading to improved 

classification accuracy of explicit content.   
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Fig. 1. Overview of the dataset for content  

classification between explicit vs. non-explicit content. 

The proposed framework for the explicit video content classification is presented 

in Fig. 2. The framework is divided between the training and the testing component. 

The training pipeline of the framework includes three main steps namely (i) feature 

extraction; (ii) video signature generation and (iii) model training for binary 

classification. Similarly, the testing pipeline includes the definition of frame buffer 

allocation to support the real-time processing of the ingested video streams into the 

pipeline, followed by the video signature generation. Finally, the trained models 

stored in the repository are used to swiftly classify the video sequences either as 

explicit content or not. In the rest of the section each of the processing pipeline 

components is further elaborated to highlight the research contribution. 

 

Fig. 2. Proposed architecture for the adult content classification. 

3.1. Feature extraction based on Inception-v3 

Video sequences contain highly redundant and closely correlated content among 

consecutive frames. Considering the entire frames throughout video will not 

improve the capability of the classifier to recognize the explicit content while 

overburdening the computing cost as a consequence. To achieve this objective, we 

have adopted the process of sampling frames within the video sequences. Selecting 

an adequate number of frames to represent the entire frames is one of the important 

challenges to consider. In this research, a varied number of frames are selected and 

evaluated against the recognition rate. Due to the requirements that the classifier 
needs a uniform number of inputs, we have opted to take periodic samples with a 

constant number of keyframes samples on each experiment. In order to get the 
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uniform number of keyframes for every video sample regardless it’s length, a skip 

is calculated for each video in regard to Eq. (1) 

𝑠 =
1

𝑛
                                                                                                                      (1) 

where s is the skip (distance between two consecutive keyframes) and n is the number 

of selected keyframes in each video. n values are varied at (2, 4, 8, 16, 32, 64 and 128). 

The first component in the development of the explicit content classification 

algorithm is the feature extraction process. One of the critical requirements for the 
feature extraction process is to deliver a high degree of distinguishability upon 

which the machine learning algorithms can be trained for achieving classification 

of input data sequences. While several research approaches based on the statistical 

quantification of pixel-based skin modelling techniques have been reported in the 

literature, the metric is deemed unsuitable for achieving high classification 

accuracy due to the nature of the dataset complexity. Therefore, following the 

success of deep-learning models that have been reported to deliver a high-degree 

of accuracy when applied to multi-class classification, the Inceptionv3 [18] 

network has been selected for performing feature extraction. The network includes 

3 traditional inception modules at the 35×35 with 288 filters each. These modules 

are further reduced to a 17×17 grid with 768 filters using the grid reduction 
technique. This is followed by 5 instances of the factorized inception modules. The 

overall network structure is further reduced to an 8×8×1280 grid with the grid 

reduction technique. At the coarsest 8×8 level, two Inception modules are designed 

with a concatenated output filter bank size of 2048 for each tile. The integration of 

the network within the proposed framework is presented in Fig. 3. One of the key 

innovations proposed in the paper is to establish the visual correspondence between 

the keyframes extracted from the video sequence. For each of the keyframes 

selected, a set of features are extracted using the Inceptionv3 network that results 

in the final output of 1 x 2048 feature vector for each keyframe from the pretrained 

Inception-v3 network to be further processed.  

Fig. 3. Inception-v3 feature extraction framework. 
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The construction of the temporal dependencies within the selected video sequence 

is modelled using Fully Connected Layer (FCL) and the Long Short Term Memory 

(LSTM) network architectures and is further detailed in the rest of the section. 

3.2. Model training based on FCL, SVM, KNN and RF 

The extracted features from the previous step are further processed to train a fully 

connected 2-layer network for achieving binary classification of explicit content vs 

non-explicit content. An overview of the network implementation is presented in 

Fig. 4. The input features considered for training the network includes the 

generation of the video signature which results from the weighted combination of 

the features extracted from the keyframes. The dimensionality of the input feature 

vector size is (1 x (n x 2048)), which is an aggregation of the features from key-

frames. Where n is the number of selected keyframes in a single video. In this 

approach, the features from n keyframes are flatted into a single array to fit the 

input of FCL classifier. The network is trained to capture the semantics of a short 
video sequence clip based on the visually correlated features of a short video 

sequence represented based on the keyframes extracted. The nature of strong 

association between the visual features that is extracted over a period from the 

video sequences, is postulated to result in highly robust classification of explicit 

and non-explicit content. The high dimensionality of the extracted features 

processed through the FCL satisfies the need for distinguishability between 

overlapping visual characteristics between the explicit and non-explicit content.   

The overall implementation of the FCL network is achieved in TensorFlow using 

Keras library. The training of the video signature includes the visual profile of the 

keyframes extracted and thus, the cumulative temporal association of the feature 

vector of length (n×2048) is used for training the fully connected layer network. 

 

Fig. 4. Fully connected layer model for binary classification. 

Figure 4 shows the overall task from keyframe selection at the beginning, 

feature extraction of each keyframe, flatten the features and classification task 

throughout the FCL. During training, the weight on the FCL will be adjusted. The 

training parameters utilized include a learning rate of 1x10-5 and epoch of 30. The 

loss function has been calculated based on binary cross-entropy. Support Vector 
Machine (SVM), K nearest neighbor (K-NN) and Random Forest (RF) are three 

well known classifiers. This research compares those three algorithms to replace 
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the FCL to finally classify the flattened video features. SVM, KNN and RF replace 

the blue block of FCL in Fig. 4. 

3.3. Model training based on LSTM   

The second approach adopted for the construction of video sequence association 

based on the visual features extracted from the Inception-v3 network utilizes the 

LSTM network model with two hidden layers and a dense output layer. The input 

layer uses a 128-sequence formation which is interconnected to a 64-cell LSTM 

layer, followed by the dense layer with 64 input units and resulting the final output 

providing the binary classification for the explicit and non-explicit content In 

comparison to the FCL network, the temporal associations between the keyframes 

are represented through the LSTM cells in which each of the cells in the input layer 

are activated by the sigmoid and tanh function, followed by the sequence operation. 

The overall network architecture as proposed for modelling the video sequence is 

presented in Fig. 5. 

The overall implementation of the LSTM network was carried out using 

TensorFlow and Keras library. The training of the network was achieved for a range of 

input keyframes from 2 to 128. However, the LSTM unit has been maintained at 128. 

 
Fig. 5. LSTM layer for binary classification. 
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Figure 5 shows the overall task from keyframe selection at the beginning, 

feature extraction of each keyframe using pre-trained Inception V3. The first and 

second step is identical to that of the FCL approach. In order to maintain the 

temporal relationship among keyframes, every 2048 features for each keyframe are 

treated individually as the input of the first layer of the LSTM network. The first 
layer of LSTM consists of 128 cells and only n (number of keyframes) gets an 

input. Out of 128 cells, only n to a maximum of 64 cells produce an output to the 

second layer of LSTM with a smaller data size at 128 bytes. The final output of the 

second layer of LSTM is 64 bytes passed to the last dense layer to be classified into 

binary class.  During training, the weight on the first and second layer of LSTM as 

well as the dense layer is adjusted. The training of the overall network was carried 

out using a learning rate of 1x10-5, training epoch of 30 with loss function 

computed using binary cross-entropy. The network uses Adam optimizer function 

for updating the weights of the network. 

4.  Results and Discussion 

The experimental evaluation carried out for the validation of the proposed video 

sequence classification framework for non-explicit and explicit content on the 

NPDI dataset, which is to the best of our knowledge represents a standard 

benchmark against which several algorithms have been proposed. The dataset 

consists of 800 videos in total amounting to approximately 77 hours of the video 

footage. The content classification in the dataset includes 3 classes namely (i) Porn 

(also referred in the paper as explicit content); (ii) non-porn (easy) referred to as 

non-explicit content and (iii) Non-porn (difficult) also referred to as non-explicit 

content. A summary of the content distribution across these three classes is 

presented in Table 4.  

Table 4. NPDI dataset outline. 

Class No. of Videos Hours 

Porn 400 57 

Non-porn ("easy") 200 11.5 

Non-porn ("difficult") 200 8.5 

All videos 800  

A total of 14 runs were carried out for each of the two proposed network models 

to evaluate the impact of temporal correlation between the keyframes for successfully 

classifying the explicit and non-explicit videos. The number of keyframes extracted 

from each video is one of the hyper parameters that is configured within the feature 

extraction algorithm component. The experimental setup was carried for keyframes 

extracted between 2 to 128 from each of the video sequence. The objective of the 

evaluation is to validate the quality of the network training as presented in Section 3, 

along with the evaluation of the video signature extracted from the temporal 
correlation between the keyframes. The two quantitative metrics are evaluated against 

the NDPI dataset. An overall evaluation summary of both proposed frameworks is 

presented in Table 5. The results are categorized into precision, recall and F1-score 

and each of the statistical quantity is analysed using the standard deviation obtained 

for each run of the experiments carried out.  

Following an analysis of the results presented in Table 3 and Fig. 6, it is visible 

that the classification accuracy improves when the number of selected keyframe 
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increases from 2 to 16, and inclusion of additional keyframes results in decreased 

performance of the algorithm. The accuracy results from both proposed architectures 

deliver high accuracy at 16 selected keyframes. The performance reduction of the 

proposed framework based on FCL gradually stabilizes at 96% overall accuracy. The 

performance of the architecture for LSTM based video sequence classification 
algorithm indicates an improvement of the overall performance at both 16 keyframes 

and 128 keyframes selection. The overall computational efficiency of the proposed 

architecture is determined at the selection of 16 keyframes per video sequence. The 

choice of 16 keyframe-based association for the temporal correlation leads to 

computationally efficient implementation of the overall architecture, including the 

amount of memory required to create a temporary buffer for storing the video stream 

sequences. A total of 2.211 seconds is required for the feature extraction of the 16 

keyframes selected and the binary classification is achieved in under 10ms, leading 

to an overall requirement of 2.212 seconds for classifying the video sequences of 

length 12.48 seconds. The use of computationally efficient models enables a wide 

range of application for the proposed framework to be integrated within online video 

streams and enable faster than real-time computation for the classification of explicit 

and non-explicit content. 

Table 5. Experimental results analysis. 

Scenario 
Number 

of key 

Frames 
Accuracy Precision Recall F1-score 

Inception-v3 features 

classified with FCL 

network, optimized using 

softmax 

2 90.9±2.13 90±3.74 92±1.41 91±2.24 
4 94.2±1.21 95.2±3.42 93.6±2.88 94.2±1.1 

8 95.5±1.95 95.8±3.03 95.4±3.51 95.4±2.3 
16 96.6±0.96 96.6±2.07 96.6±1.82 96.4±1.14 
32 96.3±0.46 95.8±1.64 96.6±2.3 96±0.71 
64 96.5±1.58 96.8±2.17 96±3.08 96.4±1.82 

128 96.6±1.38 96±2.74 97.4±1.95 96.6±1.52 
Inception-v3 features 

classified with LSTM 

network using softmax 

 

2 91.4±1.77 92±5.87 91.4±5.18 91.6±1.52 
4 95±0.97 94.8±2.95 95.6±2.19 95±1 

8 97.1±1.03 96.8±2.59 97.6±1.82 97.2±1.3 
16 97.4±1.11 97.8±2.17 97±2 97.4±0.89 
32 97.3±1.28 96.6±2.7 98.2±1.92 97.2±1.3 
64 97±1.03 97±2.83 97.2±2.28 97±1.22 

128 96±0.95 95.2±3.11 97±2.35 96±0.71 

The overall performance of the proposed architecture clearly outperforms 

reported algorithms in the literature whose results are benchmarked against the 

NDPI dataset. As summarized in Table 3, the reported algorithms utilizing deep 

learning models have been trained upon the visual data for the classification of 

explicit and non-explicit content. The highest accuracy reported on the NPDI 

dataset is 97%. Wehrmann et al. [33] presented an approach based on the use of 

Resnet101 with LSTM and represents the closest design of the network architecture 

as presented in the paper and the reported overall accuracy of the architecture is 
95.6%. Similarly, Perez et al. [1], have reported an overall accuracy of 97.9% which 

is 0.4% more than the result presented in this paper. The improved performance 

reported by Perez et al. [1] is attributed to the use of visual data and optical flow 

vector for modelling the input video sequences through motion vectors extracted 

using the MPEG-descriptors. In contrast, the proposed network architectures have 

effectively exploited the temporal correlation between the keyframes extracted 

from the video and thus eliminates the need for higher computational resources and 
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memory requirements. The proposed framework as presented is also suitable for 

processing real-time video streams and offers an efficient methodology to detect 

explicit and non-explicit content upon a buffered video stream. 

 

Fig. 6. Accuracy and testing time map against number of frames selected. 

Figure 6 shows the result of our experiments, as can be seen the Inception 3 

with LSTM generally achieves the best accuracy. The rest of our experiments using 

KNN, SVM, RF and FCL as the classifier attain lower accuracy in all numbers of 

keyframes. RF shows superior performance at 64 keyframes compared to SVM and 
KNN as 93.2% accuracy achieved. The rest of the experiments shows LSTM 

consistently over performs compared to FCL, SVM, RF and KNN. The fact 

supports our argument that temporal relationships play an important role in video 

classification. Figure 6 also shows the fact that the best accuracy achieved at 16 

keyframes. It is evident that the experiment with more keyframes did not lead to 

better recognition rate. Since the visual content of the consecutive frames are highly 

redundant, adding more frames is meaningless and leads to an increase of 

processing time without accuracy improvement. 

Computation time is an important aspect of classification performance. Figure 

6 also presents a comparison of testing time among all experiment settings. The 

testing set consists of 160 videos, we take total execution time for the entire testing 

process.  Therefore, the execution time to classify a single video at the specified 
time in Fig. 6 needs to be divided by 160. The best accuracy achieved by 

InceptionV3-LSTM with 16 selected keyframes at 97,4% needs 4.9 seconds for 160 

videos. The execution time for a single video would be at 0.03 second on averages, 

allowing real time implementation. 

5.  Conclusions 

In this paper, the authors present two approaches for the detection of pornographic 

content based on inception V3 network. The use of FCL and LSTM networks has 

been presented in the paper for categorizing the video sequences as containing 

explicit and non-explicit content. The proposed approaches have been evaluated 
against the NDPI dataset, which has been widely used in the literature. The 
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experimental results indicate that, Inception v3-LSTM network outperforms the rest 

of the algorithms when 8 to 64 keyframes are selected. In contrast, the Inception v3-

FCL network delivers higher performance when 128 keyframes have been selected. 

Both approaches outperform the results presented in the literature. Additionally, the 

experimental analysis using SVM, RF and KNN also indicate the higher performance 

of the proposed approach.  

The research presented in the paper paves the way forward in the design and 

development of the pornographic video sequence classification. Despite the high 

performance of the algorithms presented in the paper, there still exist gaps for 

improvement which include (i) an extensive archive of content to be used in training; 

(ii) addressing the notion of content generalization which can be further extended to 

include a degree of exposure; (iii) parameterized categorization based on the audience 

age group. Finally, there are research investigations in the field of action recognition, 

which has resulted in a high degree of success for actions such as running, walking, 

etc. Such research outcomes could be further extended to analyse visual sequences of 

repeated actions commonly encountered in the pornographic sequences. 

Abbreviations 

BoVW Bag of Visual Words 
CNN Convolutional Neural Network  

FCL Fully Connected Layer 

GLCM Grey Level Co-occurrence Matrices  

KNN K-Nearest Neighbour 

LSTM Long Short Term Memory 

RBF Radial Basis Function 

RF Random Forest 

SVM Support Vector Machin 
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