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Abstract 

The adverse effects of phishing attacks on unsuspecting victims are damaging 

and nefarious. Stealing of information from unsuspecting users surges on the 

internet and various solutions have been proposed to curb this menace. 

Apparently, the evasiveness of phishing attacks through dynamic processes 

renders these solutions ineffective. To curb this prevalence, machine learning 

(ML)-based solutions are developed and deployed as it offers continuous learning 

of phishing dynamics as opposed to explicit or static countermeasures. However, 

existing ML solutions suffer drawbacks in the case of high false alarm rates and 

relatively low accuracy values. Hence, this paper proposed novel intelligent tree-

based ensemble approaches for phishing website detection. Particularly, 

ensemble methods (ABELM, BAELM, MABELM) are developed based on 

Naïve Bayes Tree (NBTree) and Best-First Tree (BFTree) classifiers. NBTree 

uses an NB classifier at the leaf nodes of a decision tree while BFTree deploys 

the best first induction method to add the best split in each step of the decision 

tree. Experimental results showed that the proposed methods are highly effective 

for phishing website detection outperforming baseline classifiers and ML-based 

phishing models from recent studies. Consequently, the tree-based ensemble 

approaches are viable methods that can be used for detecting phishing websites 

with dynamic traits. 

Keywords: BFTree, Ensemble, Machine learning, NBTree, Phishing. 
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1.  Introduction 

The continuous development and acceptance of internet technology have made it possible 

for the migration of most day-to-day human activities into web-based solutions. These 

human endeavours span from basic activities like education to somewhat necessities such 

as communication and financial transactions [1, 2]. The aim is to enhance access and 

utilization of some essential information technology (IT) infrastructures needed daily. 

Nevertheless, due to the absence of standard internet protocol, the unregulated access and 

availability of these IT infrastructures create possibilities for internet threats and attacks 

[3, 4]. These threats and attacks pose substantial risks and concerns for all parties involved, 

web-based solutions and unwary consumers alike. An example of the consequences of 

internet attacks includes identity and monetary losses. A typical case of one of these 

internet attacks is the phishing website. 

A phishing website involves the utilization of illegitimate websites and their 

resources to wrongful acquire sensitive information from end-users. Biometric 

data, bank account details, and other sensitive information are taken from innocent 

users. As a result, phishing website attacks represent a considerable danger to web-

based solutions [5, 6]. In particular, the Anti-Phishing Working Group (APWG) 

reported the existence of more than 50,000 phishing websites online in 2018. 

According to RSA, global organisations incurred more than $9 billion in 2016 due 

to phishing attempts [7, 8]. These cases have indicated that phishing attacks through 

illegal websites are rapidly gaining pace, are extremely detrimental to incur, and 

current countermeasures may be ineffective in tackling the issue [5, 6, 9]. 

Different anti-phishing techniques have been suggested and designed by 

internet security specialists and scientists alike to identify or curb phishing websites 

[10-12]. The blacklist-based phishing attack detection is one such solution. To 

evaluate the legality of a phishing website, web browsers use a blacklist-based 

approach that analyses the provided uniform resource locator (URL) to historically 

registered phishing website URLs. One key problem of the blacklist-based solution 

is its dependence on accumulated black-listed phishing URLs, which results in their 

inability to identify new phishing URLs [13, 14]. Additionally, cyber-attackers use 

adaptive tactics to easily overcome the blacklist approach. 

In order to cope with the evolving complexities of phishing websites, machine 

learning (ML)-based approaches are used to analyse features retrieved from 

websites to evaluate their legitimacy. The goal is to improve resiliency in detecting 

new phishing websites [10-12, 15]. Nonetheless, the efficiency of an ML-based 

phishing detection model is contingent on the selected ML algorithm's efficacy. 

Many ML systems for detecting phishing websites have been developed and 

presented, with generally poor detection accuracy and high false-positive rates [16, 

17]. This trait can be linked to data quality problems like high dimensionality and 

class imbalance, which have an inimical effect (negative) on the efficiency of ML 

algorithms [18-20]. Additionally, the dynamic of phishing websites necessitates the 

development of more effective methods with strong phishing website detection 

rates and reduced false-positive rates (FPR). Therefore, this research proposes 

intelligent tree-based ensemble techniques for detecting phishing websites. 

Ensemble variations of hybrid Naive Bayes Tree (NBTree) and Best-First search 

Tree (BFTree) are used to identify phishing websites. NBTree involves the 

deployment of Naïve Baye’s (NB) model at the decision tree's leaf nodes while the 

BFTree uses the best first induction method to add the best split at each level of the 
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decision tree (DT). The ensemble variants of both methods (i.e., NBTree and 

BFTree) are based on the amplification of their respective detection performances. 

This research is organised as follows: Section 2 elucidates the related studies with 

a succinct summary of previous observations. Section 3 elaborates on the proposed 

approaches in-depth, together with the research framework. Section 4 presents the 

experimental findings using various evaluation metrics and approaches, and Section 

5 provides a comprehensive conclusion and recommendations. 

2. Literature Review  

To identify phishing websites, Mohammad et al. [21] proposed an enhanced neural 

network (NN) established on an adjustable parameter that alters the learning rate 

before adding extra neurons and, eventually, the network topology. Upon validation, 

the proposed NN method recorded a detection accuracy of 91.12%. In their 

investigation, Verma and Das [22] used a Deep Belief Network (DBN) to identify 

phishing websites. The DBN model is primarily based on Restricted Boltzmann 

machines (RBM), which generates deep hierarchical representations from the studied 

dataset. The suggested DBN recorded a 94.43% detection accuracy that outperformed 

other experimented baseline classifiers. In another similar study, Ali and Ahmed [9] 

employed attributes culled by a genetic algorithm (GA) on a deep neural network 

(DNN). As observed in the study, the suggested technique (GA-DNN) outperformed 

experimented prominent baseline classifiers. Also, Vrbančič et al. [23] successfully 

enhanced integrated DNN with a metaheuristics method (Bat algorithm). The 

suggested approach achieved a maximum accuracy of 96.9%. These results indicate 

that NN models can recognise phishing websites just as well as baseline classifiers. 

However, the unexplained functionalities of NN variations such as DBN and DNN 

are a significant disadvantage. Furthermore, the performance of NN versions is 

largely determined by the design of the hardware utilised for their implementation. 

As a result, there is a lack of generalizability. 

Alqahtani [24] detected phishing websites using a novel association rule induction 

method. The proposed approach leverages an association rule mechanism to determine 

the authenticity of a website. Their experimental findings demonstrated the efficacy of 

the suggested technique, as it beats (Accuracy: 95.20%, F-measure:0.9511) baseline 

classifiers such as DT, RIPPER, and various associative learning classification models. 

Dedakia and Mistry [17] suggested a content-based Associative Classification (CBAC) 

technique for detecting phishing. By taking into account content-based characteristics, 

the suggested technique enhances the Multi-Label Class Associative Classification 

(MCAC) algorithm. Similar work was conducted by Abdelhamid et al. [25]. The 

suggested approach (CBAC) has an accuracy value of 94.29% based on the test data. 

Hadi et al. [26] created and tested a fast AC algorithm (FACA) against other current 

associative classification (AC) techniques (CBA, CMAR, MCAR, and ECAR) for 

phishing website detection. Based on the accuracy and F-measure values, their 

experimental findings suggest that FACA outperforms other AC approaches. The 

usefulness of these associative-based techniques for phishing detection is shown by 

their effectiveness. Its poor detection accuracy, however, is a hindrance. 

Rahman et al. [27] investigated the effectiveness of various ML algorithms and 

ensemble methods in identifying website phishing. Likewise, Chandra and Jana 

[16] investigated the deployment of meta-classifiers to improve phishing website 

detection. Findings from their respective studies indicated the superiority of 
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ensemble techniques over individual classifiers. Alsariera et al. [6] created 

ensemble variations of Forest Penalizing by Attributes (ForestPA) for detecting 

phishing websites. Their testing findings showed that the suggested ForestPA meta-

learners’ versions are extremely successful in identifying phishing websites, with a 

minimum accuracy of 96.26%. 

To choose optimum features, Chiew et al. [7] introduced a hybrid ensemble FS 

(HEFS) technique based on a unique cumulative distribution function gradient 

(CDF-g) method. The accuracy of the RF assessment of HEFS was 94.6%. 

Correspondingly, Aydin and Baykal [28] employed subset-based attributes 

collected from a website URL to identify phishing. Following that, the duo of NB 

and Sequential Minimal Optimization (SMO) was deployed on the collected 

features. The deployed models recorded 83.89% (NB) and 95.39 (SMO) detection 

accuracy accordingly. Ubing et al. [29] presented a phishing approach based on 

feature selection (FS) and the ensemble method. The Random Forest Regressor 

(RFG) was utilised as the FS technique, and majority voting was employed as the 

ensemble method. The proposed framework recorded a significant phishing 

detection performance, however, the choice of implemented FS method is not 

generalizable. And the resulting detection accuracy value can be improved. 

In their work, Aziz et al. [30] evaluated the performance of NBTree and BFTree 

classifiers with other approaches such as NB, DT, MLP, and RF for intrusion 

detection. Their findings demonstrated that NBTree and BFTree may be utilised 

efficiently for anomalous intrusion detection and categorization. Also, Guzmán et 

al. [31] used NBTree and BFTree to detect aberrant heart rates in patients with 

long-term cardiovascular disorders. Furthermore, their experimental findings 

demonstrated the advantages of the NBTree and BFTree pair for categorization 

procedures. However, utilising ensemble approaches, the performance of these 

methods (NBTree and BFTree) may be improved [2, 32]. 

Prior research indicates that there is a need for more effective and efficient solutions, 

as most current options perform poorly. As a consequence of this, this research presents 

intelligent tree-based ensemble algorithms for identifying phishing websites. 

3. Methodology 

This section describes the research approach that was used in this study. The 

suggested solutions, the investigated phishing datasets, performance evaluation 

metrics, and experimental methodology were specifically explored. 

3.1. Naïve Bayes Tree (NBTree) 

Naïve Bayes Tree (NBTree) is the combination of NB and DT algorithms. It is very 

close to classical recursive partitioning.  NBTree deploys an NB classifier at the 

leaf node of the generated DT [33]. As with DT algorithms, NBTree uses the 

entropy minimization method to select attributes. The utility of each node is 

generated by discretizing and estimating the data using the NB classifier. The utility 

of a split is the weighted sum of the utility, where the weight assigned to a node is 

proportionate to the number of instances that traverse that node [34]. NBTree has 

been used and reported in various research domains to yield high classification 

accuracy values [34-36].  
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3.2. Best First Tree (NBTree) 

Best First Tree (BFTree) involves the deployment of the best first induction method 

to add the best split in each step of a decision tree. BFTree generates binary trees 

intending to utilize the intra-node homogeneity characteristics [37]. BFTree selects 

the best node to split at every step by first sorting in a descending order based on 

the entropy properties (Gini index or information gain). Iteratively, the best node 

which is produced at first is the node whose split leads to the highest reduction of 

impurity amongst the nodes available for splitting. This will, in the end, alter the 

ordering and structure of the ensuing DT [34, 38]. Table 1 presents the parameter 

settings of NBTree and BFTree as used in this study.       

Table 1. Classification algorithm. 

Classification 

Algorithm 
Parameter Setting 

Naïve Bayes 

Tree (NBTree) 

BatchSize=100; UseKernelEstimator=False; 

UseSupervisedDiscretization=True; BinarySplit=True; 

CollapseTree=True;ConfidenceFactor=0.25; minNumObj=2; 

UseMDLCorrection=True; Unpruned=False; NumFold=3 

Best First Tree  

(BFTree) 

BatchSize=100; heuristic=True; minNumObj=2; numFold=5; 

PruningStrategy=Post-Pruning; UseGini=True; UseErrorRate=True;   

3.3. Proposed tree-based ensemble approaches 

This section presents and discusses the proposed tree-based ensemble approaches 

as used in this study. Specifically, the working principles of the bootstrap 

aggregation ensemble learning method (BAELM) and Adaptive Boost Ensemble 

Learning Method (ABELM) are discussed. 

a. Bootstrap Aggregation Ensemble Learning Method (BAELM) 

The bootstrap aggregation ensemble learning method (BAELM) is a homogeneous 

ensemble strategy for improving prediction model performance [39, 40]. NBTree 

and BFTree are used as foundation classifiers for BAELM in this technique. It 

creates models by training them on N instances from the phishing dataset. The 

phishing dataset is specifically resampled (with replacement) into N subsets, and 

each subset is trained using BAELM with NBTree and BFTree, respectively. At 

prediction time, the output models of the corresponding base classifiers (NBTree 

and BFTree) are aggregated from N subsets. Algorithm 1 [15, 39, 40] shows the 

pseudocode for BAELM with NBTree and BFTree as base classifiers. 
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b. Adaptive Boost Ensemble Learning Method (ABELM) 

Adaptive Boost Ensemble Learning Method (ABELM) repeatedly trains 

weighted phishing datasets using N base classifiers (NBTree and BFTree) in 

succession [41, 42]. ABELM employs weighted averages to improve the 

prediction performance of each base classifier, with each model determining 

which features to focus on in the following iteration. A majority vote technique 

is used at the end for the final decision. This way, every model developed by the 

base classifier is considered in selecting the final superior model [43]. Algorithm 

2 details the ABELM algorithm [41, 42]. 

 

c. Multi-boost Adaptive Boost Ensemble Learning Method (MABELM) 

Multi-boost Adaptive Boost Ensemble Learning Method (MABELM) is regarded 

as advanced ABELM forming decision committees. Specifically, MABELM can 

be said to consist of the combination of MABELM and the wagging method. This 

gives MABELM the advantage of deploying and building a model with low bias 

and variance [44]. MABELM provides a computational edge of working with 

parallel execution. However, the parallelization of MABELM will warrant a 

change in the process of termination of training a subcommittee [45]. As with 

ABELM, the MABELM is used for the amplification of the prediction performance 

of the base classifiers (NBTree and BFtree) for phishing website detection. 

Algorithm 3 [44, 45]. presents the pseudocode for MABELM. Table 2 shows the 

parameter settings of the ensemble methods used in this study.  
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Table 2. Ensemble methods. 

 

Ensembles 
Parameter Setting 

BAELM 

Classifier={NBTree, BFTree} , 

bagSizePercent=100; numIteration=100; seed=1; 

calcOutOfBag=False; batchSize=100 

ABELM 

Classifier={ NBTree, BFTree }, 

weightThreshold=100; numIteration=100; 

seed=1; useResampling=True; batchSize=100 

MABELM 

Classifier={NBTree, BFTree}, BatchSize=100; 

numIterations=100; numSubCometys=3; 

UseResampling=True; weightedThreshold=100 
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3.4. Experimental framework 

This section discusses the experimental framework employed in this investigation, 

as shown in Fig. 1. The experimental framework is aimed at empirically analysing 

and verifying the efficiency of the suggested solutions for phishing websites 

detection. Phishing websites datasets from the UCI repos are used to train and test 

the proposed approaches, and the K-fold (k=10) cross-validation methodology is 

used to develop and evaluate the phishing models. The preference of 10-fold CV is 

due to its capacity to develop ML models with a modest effect of the class 

imbalance issue [46-50]. Furthermore, the K-fold CV approach ensures that each 

instance is utilised repeatedly for both training and testing [51-54]. 

The suggested tree-based ensemble techniques and selected classifiers (NB, 

SMO, SVM, DT, and Decision Table (DTable)) are trained using the phishing 

website datasets. As a result, the phishing website detection performances of the 

proposed phishing models is assessed and related to experimented and existing 

phishing approaches. All tests were carried out in the same setting, utilising the 

WEKA machine learning programme [55]. 

 

Fig. 1. Experimental framework. 
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3.5. Phishing datasets 

Three phishing datasets were employed in the experimental procedure in this 

work. These phishing datasets are freely accessible and have been utilised 

extensively in past research [6, 7, 21, 27]. Dataset A contains 11,055 variables, 

4,898 of which are phishing and 6,157 of which are genuine. Dataset A has 30 

distinct characteristics that define the dataset [21]. Dataset B has 10,000 

variables, 5,000 of which are phishing and 5,000 of which are genuine. Also, 

Dataset B has 48 characteristics with discrete, continuous, and categorical values 

[27]. Dataset C comprises 1,353 variables with 10 attributes (702 phishing, 548 

genuine, and 103 suspicious). Dataset C differs from Datasets A and B in that it 

contains three class labels. [6, 7, 21, 27] provide further information about the 

phishing datasets. 

3.6. Performance evaluation metrics 

Accuracy, F-measure, Area under the Curve (AUC) and false-positive rate (FPR) 

performance measures are used to analyse the detection performance of the 

generated phishing models. The selection of these metrics is based on current 

research that demonstrates broad and consistent usage of these evaluation criteria 

for phishing website detection [1, 3, 5, 6, 27, 29]. 

4. Results and Discussion 

Based on the experimental framework (See Fig. 1) used in this study, this section 

highlights and analyses the experimental results. 

Tables 3 to 5 compare the phishing detection performance of the suggested 

methods with experimented baseline classifiers using selected metrics (See Section 

3.6) on Dataset A, Dataset B and Dataset C respectively. The baseline classifiers 

used (See Section 3.4) were chosen for their computing capability and use in 

phishing website detection [3, 11, 56].  

Table 3. Phishing detection of proposed  

methods with experimented base classifiers on Dataset A. 

Models  Accuracy (%) F-Measure AUC FPR 

*BaggedBFTree 96.54 0.965 0.993 0.038 

*BaggedNBTree 95.84 0.958 0.993 0.044 

*BoostedBFTree 97.09 0.971 0.996 0.032 

*BoostedNBTree 96.94 0.969 0.996 0.033 

*MultiBoostBFTree 97.07 0.971 0.996 0.031 

*MultiBoostNBTree 96.68 0.967 0.995 0.036 

BFTree 95.69 0.977 0.978 0.046 

NBTree 94.52 0.945 0.986 0.058 

NB 92.98 0.930 0.980 0.076 

DT 96.50 0.966 0.967 0.036 

SVM 94.50 0.945 0.943 0.060 

SMO 93.80 0.938 0.936 0.066 

DTable 93.24 0.932 0.979 0.075 
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Table 4. Phishing detection of proposed  

methods with experimented base classifiers on Dataset B. 

Models  Accuracy (%) F-Measure AUC FPR 

*BaggedBFTree 97.59 0.976 0.994 0.024 

*BaggedNBTree 98.22 0.982 0.998 0.018 

*BoostedBFTree 98.37 0.984 0.997 0.016 

*BoostedNBTree 98.38 0.984 0.998 0.016 

*MultiBoostBFTree 98.00 0.980 0.997 0.020 

*MultiBoostNBTree 98.15 0.981 0.997 0.019 

BFTree 97.02 0.977 0.977 0.030 

NBTree 96.56 0.966 0.988 0.034 

NB 85.15 0.850 0.949 0.0149 

DT 97.13 0.971 0.975 0.027 

SVM 91.49 0.915 0.915 0.085 

SMO 93.87 0.939 0.939 0.061 

DTable 95.79 0.958 0.982 0.042 

Table 5. Phishing detection of proposed  

methods with experimented base classifiers on Dataset C. 

Models  Accuracy (%) F-Measure AUC FPR 

*BaggedBFTree 90.10 0.901 0.966 0.074 

*BaggedNBTree 90.61 0.906 0.975 0.071 

*BoostedBFTree 88.17 0.882 0.963 0.084 

*BoostedNBTree 89.06 0.891 0.962 0.084 

*MultiBoostBFTree 89.98 0.896 0.968 0.079 

*MultiBoostNBTree 89.95 0.899 0.967 0.076 

BFTree 89.87 0.899 0.941 0.074 

NBTree 89.06 0.891 0.961 0.087 

NB 84.10 0.825 0.948 0.120 

DT 87.58 0.891 0.916 0.082 

SVM 85.66 0.825 0.867 0.123 

SMO 86.00 0.846 0.900 0.109 

DTable 84.47 0.839 0.954 0.110 

As presented in Table 3, amongst the base classifiers, DT (96.5%) recorded the 

best detection accuracy value followed by BFTree (95.69% and NBTree (94.52%). 

NB (92.98%) had the least accuracy value amongst the baseline classifiers. 

However, concerning f-measure and AUC values, BFTree was superior to all other 

baseline methods. Also, NBTree (0.945, 0.986) recorded a high f-measure and 

AUC values which were better than other methods except for DT and BFTree. On 

Dataset B (See Table 4), similar detection performance was observed for the 

baseline classifiers. DT (97.13%) had the best detection accuracy value followed 

by BFTree (97.02%) and NBTree (96.56%) respectively. Also on Dataset B, 

BFTree (0.977, 0.977) had the highest f-measure and AUC values respectively 

when compared with other baseline classifiers except for the AUC values of 

NBTree (0.988) and DTab (0.982). However, from Table 5, the duo of BFTree and 

NBTree outperformed other baseline classifiers on all evaluation metrics. 

Specifically, BFTree and NBTree had accuracy values of 89.87% and 89.06% 

respectively which were better than the nearest classifier DT (87.98%).  These 

experimental results showed that tree-based methods such as BFTree and NBTree 

can produce a competitive performance as some of the baseline classifiers. Most 

especially in the case of NB and DT, on all studied datasets, BFTree and NBTree 

were superior in performance to NB but the tree-based methods were competitive 
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with DT classifier. This finding supports the use of a tree-based approach for 

phishing website detection as used in this study. However, the detection 

performances of BFTree and NBTree methods can be enhanced by combining the 

respective methods with ensemble techniques.  

As shown in Tables 3-5, the detection performances of the proposed tree-based 

ensemble methods (BaggedBFTree, BaggedNBTree, BoostedBFTree, 

BoostedNBTree, MultiBoostBFTree, and MultiBoostNBTree)were superior to the 

baseline classifiers. Specifically, on Dataset A (See Table 3), the proposed methods 

had better accuracy values than the baseline classifiers except in the case of 

BaggedNBTree which had a lower accuracy value when compared with DT. 

However, BaggedBFTree (+0.88%), BoostedBFTree (+1.46%) and 

MultiBoostBFTree (+1.44%) had increments in accuracy values over BFTree while 

BaggedNBTree (+1.4%), BoostedNBTree (+2.56%) and MultiBoostNBTree 

(+2.29%) had increments in accuracy values over NBTree. Concerning f-measure 

values, BFTree had superior values to the proposed methods. However, the AUC 

values of the proposed methods were better than those of BFTree and NBTree. On 

Dataset B (See Table 4), BaggedBFTree (+0.6%), BoostedBFTree (+1.39%) and 

MultiBoostBFTree (+1%) had increments in accuracy values over BFTree while 

BaggedNBTree (+1.72%), BoostedNBTree (+1.88%) and MultiBoostNBTree 

(+1.65%) had increments in accuracy values over NBTree. A similar occurrence was 

observed on Dataset C (See Table 5) except for BoostedBFTree (-1.89%) which had 

a lower accuracy value to BFTree while BaggedNBTree (+1.74%) and 

MultiBoostNBTree (+0.99%) had increments in accuracy values over NBTree. 

BoostedNBTree recorded the same accuracy value as NBTree. Nonetheless, on 

average, the proposed methods were superior to the baseline classifiers which as a 

result of the amplification of the detection performances of the tree-based methods 

(BFTree and NBTree) by BAELM, ABELM, and MABELM as developed in this 

study. These findings are congruent with reports made about the use of ensemble 

methods in other research areas [46, 47, 57-60]. 

Furthermore, considering the respective detection performances of the proposed 

methods (BaggedBFTree, BaggedNBTree, BoostedBFTree. BoostedNBTree, 

MultiBoostBFTree, and MultiBoostNBTree) on Dataset A, Dataset B and Dataset 

C respectively, the proposed methods achieved high phishing website detection 

efficacy. Notably, from the experimental results on Dataset A and Dataset B, the 

proposed methods almost obtained perfect AUC values. This signifies that the 

respective abilities of the proposed methods in detecting phishing websites are 

substantial and are not subjective to randomness. Also, it was observed that 

phishing models based on BAELM were less superior to other proposed methods 

with ABELM, and MABELM on Dataset A and B. This may be attributed to the 

inefficiency of BAELM in dealing with high-dimensional features, as shown in 

Datasets A and B [33, 44]. 

Forthwith, the high AUC, low FPR and high AUC values of the proposed methods 

on the studied datasets as presented in Fig. 2, Fig. 3 and Fig. 4 respectively, show that 

the proposed methods can handle latent class imbalance that is present in the studied 

datasets than the experimented baseline classifiers. In other words, with the existence 

of data quality constraints in phishing datasets, the proposed methods outperformed 

BFTree and NBTree in phishing website detection. 
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Fig. 2. Graphical illustration of the performance  

of the proposed methods using F-measure and AUC values. 

 

Fig. 3. Graphical illustration of the  

performance of the proposed methods using FPR value. 

 

Fig. 4. Graphical illustration of the  

performance of the proposed methods using accuracy value. 
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Table 5. Phishing detection of proposed 

 methods with existing methods on Dataset A. 

Phishing Methods  Accuracy 

(%) 

F-

Measure  

AUC FPR 

Aydin and Baykal [28] 95.39 0.938 0.936 0.046 

Dedakia and Mistry [17] 94.29 - - - 

Mohammad et al. [21] 92.18 - - - 

Ubing et al. [29] 95.40 0.947 - 0.041 

Ali and Ahmed [9] 91.13 - - - 

Verma and Das [22] 94.43 - - - 

Hadi et al. [26] 92.40 - - - 

Chiew et al. [7] 93.22 - - - 

Rahman et al. [27] (KNN) 94.00 - - 0.049 

Rahman et al. [27] (SVM) 95.00 - - 0.039 

Chandra and Jana [16] 92.72 - - - 

Al-Ahmadi and Lasloum 

[56] 

96.65 0.965 - - 

Alsariera et al. [6] 96.26 - - 0.04 

Ali and Malebary [61] 96.43 - - - 

*BaggedBFTree 96.54 0.965 0.993 0.038 

*BaggedNBTree 95.84 0.958 0.993 0.044 

*BoostedBFTree 97.09 0.971 0.996 0.032 

*BoostedNBTree 96.94 0.969 0.996 0.033 

*MultiBoostBFTree 97.07 0.971 0.996 0.031 

*MultiBoostNBTree 96.68 0.967 0.995 0.036 

For further validation, the proposed methods are benchmarked with recent 

existing phishing detection techniques. The comparison was done on each of the 

studied phishing datasets (See Section 3.4). Table 6 compares the experimental 

results of the proposed methods and recent phishing website detection models on 

Dataset A. For clarification, the existing phishing methods are grouped based on their 

underlining computation technique and were tested using Dataset A in their 

respective studies. Thus, this makes the comparison appropriate and justified.  The 

proposed methods were superior to NN-based phishing website detection methods as 

proposed by Mohammad et al. [21], Verma and Das [22], Vrbančič et al. [23], Al-

Ahmadi and Lasloum [56] and Ali and Ahmed [9]. Also, Associative classification 

(AC)-based phishing models developed by Dedakia and Mistry [17] and Hadi et al. 

[26] and ensemble-based phishing methods by Rahman et al. [27], Chandra and Jana 

[16], Chiew et al. [7], Ubing er al. [29], and Alsariera et al. [6] were outperformed by 

the proposed methods. Besides, the proposed methods were better than FS-based 

solutions by Aydin and Baykal [28] and Ali and Malebary [61].  

As shown in Tables 6 and 7, the proposed methods were superior to phishing 

models by Chiew, Tan [7] and Rahman et al. [27] on phishing accuracy values. 

More benchmark comparison was done on Dataset A than other studied datasets 
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(Dataset B and Dataset C) due to its wide usage by most existing studies. On a 

variety of performance metrics, the proposed methods were superior in phishing 

website detection performance than available phishing website detection 

techniques. In conclusion, it is noticeable that the proposed methods are more 

effective than existing solutions in detecting phishing websites. 

Table 6. Phishing detection of proposed 

 methods with existing methods on Dataset B. 

Models  Accuracy (%) F-Measure AUC FPR 

Chiew, Tan [7] 94.60 - - - 

Rahman et al. [27] (KNN) 87.00 - - 0.078 

Rahman et al. [27] (SVM) 91.00 - - 0.067 

*BaggedBFTree 97.59 0.976 0.994 0.024 

*BaggedNBTree 98.22 0.982 0.998 0.018 

*BoostedBFTree 98.37 0.984 0.997 0.016 

*BoostedNBTree 98.38 0.984 0.998 0.016 

*MultiBoostBFTree 98.00 0.98 0.997 0.020 

*MultiBoostNBTree 98.15 0.981 0.997 0.019 

Table 7. Phishing detection of proposed  

methods with existing methods on Dataset C. 

Models  Accuracy (%) F-Measure AUC FPR 

Rahman et al. [27] (KNN) 88.00 - - 0.099 

Rahman et al. [27] (SVM) 87.00 - - 0.087 

*BaggedBFTree 90.10 0.901 0.966 0.074 

*BaggedNBTree 90.61 0.906 0.975 0.071 

*BoostedBFTree 88.17 0.882 0.963 0.088 

*BoostedNBTree 89.06 0.891 0.962 0.084 

*MultiBoostBFTree 89.98 0.896 0.968 0.079 

*MultiBoostNBTree 89.95 0.899 0.967 0.076 

5.  Conclusion 

This study proposes intelligent tree-based ensemble approaches for phishing 

website detection. BFTree and NBTree were augmented with ensemble methods 

for efficient phishing website detection models. Experimental findings indicated 

the efficiency of the proposed methods in identifying phishing websites with high 

phishing detection accuracy and low FPR values. The ensemble methods positively 

enhance the detection performances of BFTree and NBTree confirming their 

validation for phishing website detection. Also, the proposed methods were 

superior to existing phishing models which further confirm their applicability for 

phishing website detection. Hence, the proposed intelligent tree-based ensemble 

approaches are recommended for phishing website detection. Due to the dynamic 

nature of phishing website tactics, we intend to integrate efficient FS methods with 

tree-based ensemble models in the future. 
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Nomenclatures 
 

N
 

Number of Folds 

S Training Set 

T Number of Iterations 

 

Abbreviations 

ABELM Adaptive Boost Ensemble Learning Method 

AC Associative Classification 

APWG Anti-Phishing Working Group 

AUC Area Under Curve 

BAELM Bootstrap Aggregation Ensemble Learning Method 

BFTree Best First Tree 

BP Back Propagation 

CBA Context-Based Associative Classification 

CDF-g Cumulative Distribution Function-gradient 

CV Cross-Validation 

DBN Deep Belief Network 

DNN Deep Neural Network 

DT Decision Tree 

ELM Ensemble Learning Method 

ERT Extreme Randomized Tree 

FACA Fast Associative Classification Algorithm 

ForestPA Forest Tree with Penalizing Attributes 

FPR False Positive Rate 

FS Feature Selection 

GB Gradient Boosting Tree 

HEFS Hybrid Ensemble Feature Selection 

KNN K Nearest Neighbour 

LR Logistic Regression 

MABELM Multi-boost Adaptive Boost Ensemble Learning Method 

MCAC Multi-label Classifier based Associative Classification 

ML Machine Learning 

MLP Multi-Layer Perceptron 

NB Naïve Bayes 

NBTree Naïve Bayes Tree 

RBM Restricted Boltzmann Machines 

RFG Random Forest reGressor 

RIPPER Repeated Incremental Pruning to Produce Error Reduction 

ROC Receiver Operation Characteristics 

SMO Sequential Minimal Optimization 

SVM Support Vector Machine 

WEKA Waikato Environment for Knowledge Analysis 
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