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Abstract 

This research focuses on improving the Virtual Machine Selection mechanism in 

Dynamic virtualization consolidation to achieve robust energy-efficient 

consumption. The proposed unsupervised methods: K-Means or Fuzzy C-Mean 

(FCM) combined with rule-based MAX function. Both proposed methods were 

simulated, compared, and evaluated using the public workload dataset. The 

evaluation of this research measures the energy consumption in kilowatt-hour 

using CloudSim Environment. The simulation result shows that the highest 

decrement of energy consumption achieved by K-Means rule-based in 5 clusters 

until 16.51 kWh that followed by FCM rule based until 15.7 kWh compared with 

statistical RC and MMT VM selection methods. The statistical Friedman Test 

showed the improvement energy efficiency of both unsupervised rule-based with 

0.0105 of the p-value. This result indicated a significant difference in energy 

consumption among all tested methods. Moreover, K-Means Rule-Based was 

able to be the first rank in the Friedman Test. 

Keywords: Cloud computing, Cloud data center, Dynamic VM consolidation, 

Energy efficient, FCM, K-means, Rule-based, VM selection. 
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1.  Introduction 

The high demand for massive computation in all aspects encourages cloud 

computing, especially in Information and Communication Technology (ICT) based 

companies. The integration of cloud computing in ICT-based companies became 

one of the best solutions to storing its data and information centralized (cloud data 

center). For almost two decades, the cloud data center's energy efficiency issues 

have been discussed [1, 2]. This issue was raised due to cloud computing utilization 

consumes many energy resources, which causes the operation cost to increase. 

Moreover, cloud computing also responsible for carbon footprints, about 2% of the 

total global emission in the last two decades [3].  

Due to this problem, the cloud data center requires energy management to 

reduce extravagant energy consumption, ensure the applications are running 

continuously, and maintain service quality (QoS). Dynamic VM Consolidation has 

become one mechanism to conserve energy consumption at the cloud data center 

[4]. There are four tasks of Dynamic VM Consolidation. The first is to determine 

or detect an overloaded host. If this condition is passed, the physical machine will 

migrate some virtual machines from an overloaded host. The second task is 

identifying the host in underload condition and move the leftover underload host 

VMs to other hosts and switch the underload host into sleep mode. The third task 

is selecting which VMs should be moved from an overloaded host. The last task is 

determining the location (host) to store the migrated VMs. 

This research focuses on VM selection problems due to the complexity of 

selecting VM to increase energy efficiency in cloud data center. There are several 

types of VM selection methods proposed by previous researches such as 

Minimum  Migration  Time (MMT), Maximum  Correlation (MC), Random  

Choice (RC), Fuzzy Q-Learning (FQL), and Constant Position Selection Policy 

(CPS) [4-8].  

This study used unsupervised method that combine with rule-based method to 

improve the VM Selection mechanism in dynamic virtualization consolidation. The 

aim of the proposed method is to achieve robust energy-efficient consumption in 

cloud data center better than statistical VM Selection. The unsupervised method, 

also known as the clustering method, was chosen because of its capability to learn 

and produce natural and accurate cluster results [9]. Unsupervised clustering 

methods can be separated into two categories, such as partition hard clustering [10, 

11] and fuzzy clustering [12, 13].  

Therefore, this study will compare these two clustering algorithms, which are 

K-Means and Fuzzy C-Mean (FCM) clustering. The K-Means has been chose due 

to the simple unsupervised clustering procedures [14] and often used to solve many 

clustering problems [15-18]. Then, the FCM method has been chose due to a 

complex uniform effect that have good performance, and the fuzzifier parameter 

tends to affect the unsupervised clustering result [19]. Each proposed unsupervised 

methods that combine rule-based with MAX function, will be compared with 

popular and robust statistical VM selection methods are MMT and RC [20]. Both 

proposed methods and comparison methods have been simulated and evaluated 

using PlanetLab public workload dataset [21]. 
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2. Related Research 

A study regarding cloud computing has been done in several types of research [4, 

6, 22-24]. Several studies concerning energy consumption have been proposed, 

such as VM migration [25] or VM allocation [26]. Another research conducted by 

Beloglazov and Buyya [5] proposed the adaptive heuristics method to improve the 

energy-efficiency in a cloud data center, where the method was focusing on 

allocating the VM in dynamic ways. Moreover, in this research, VM selection was 

conducted using Minimum Migration Time (MMT), Maximum Correlation (MC), 

and Random Choice (RC). MMT needs minimum time to move the VM, where 

minimum time can be calculated by dividing the RAM with available bandwidth. 

In contrast, MC will select the VM data to depend on the correlation between 

resources and an overloaded host probability. Moreover, RC will move the VM 

based on the distribution of the random variable. Then, MAD was applied to detect 

an overloaded host. The proposed method gives better energy efficiency compared 

with DVFS or non-power aware mechanism from the evaluation result. 

The previous work [8] was used Constant Position VM Selection (CPS) to select 

which VM has to move from an overloaded host. This proposed method is working 

after overloaded hosts are identified. CFS provides better results from the 

evaluation result, especially in energy-efficiency and SLA, compared to other VM 

selection techniques that have been previously proposed (MMT, RC, and MC).  

Based on the information above, it can be seen that many kinds of research have 

been proposed the VM selection method using a statistical approach to reduce the 

energy consumption in cloud computing. Masoumzadeh [7], proposes Fuzzy Q-

Learning (FQL) in VMs selection. This research was implemented fuzzy logic to 

identify the overloaded physical machine in dynamic VM consolidation. The 

evaluation shows that FQL has achieved promising results regarding energy-

efficiency in the cloud data center. However, this research focus on the static cluster 

selection depends on the fuzzification rules. 

Based on previous works [22, 27, 28], unsupervised method such as K-Means or 

FCM have been implemented as a VM selection method. The implementation of each 

research was focused only on the number of clusters that suitable for VM selection. 

Based on the evaluation result, K-Means or FCM clustering showed promising 

energy-efficient results in the cloud data center. However, these research not directly 

compare the ability performance and robustness in same condition dataset, between 

K-Means and FCM that enhanced by Rule Based with MAX function.  

Therefore, based on the related research above, this research proposed a 

continuing study that evaluates the performance of unsupervised K-Means and 

FCM clustering that has been improve by Rule Based with MAX function, in 

several cluster numbers for the VM selection process in cloud data center. Both 

proposed methods will be compared to conventional and robust statistical VM 

selection, such as MMT and RC, regarding the significant energy-efficiency 

improvement in the same condition. 

3. Proposed Unsupervised Rule-Based VM Selection 

The proposed unsupervised rule-based VM selection as seen in dash line Fig. 1 is 

part of Dynamic VM Consolidation [5]. The method works for minimizing the 
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energy consumption in the cloud data center by selecting a virtual machine that 

should be moved away from the overloaded physical machine.  

 

Fig. 1. Proposed unsupervised VM selection method. 

The unsupervised method has been known as an adaptable clustering method 

that can learn while producing the partition of VM objects based on each group 

similarity as possible and accurate. The proposed unsupervised clustering VM 

selection based on K-Means or FCM methods can only group the candidate VM 

based on the number of the clusters reallocated to another physical machine. 
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Therefore, to choose a specifics VM from a group as decision, we used a rule-

based with MAX function. This will improve both unsupervised clustering methods 

with categorical decision capability. 

3.1. K-Means as VM cluster 

K-means clustering is a simple clustering method that uses distance measurement 

to determine the group of the data. This simple approach makes this method capable 

of separating the data quickly [29]. In this research, K-Means will determine each 

workload VM’s cluster in the overloaded physical machine based on RAM and 

MIPS as distance properties. The workload dataset that contains the features of each 

VM will be fed into K-Means. There are several steps to perform the K-Means 

clustering method,  as follow [22]: 

• Determine the number of clusters (𝑐). This number represents the number of 

groups after the partition process is performed. Here we used 𝑐 =  {3, 4, 5} 

• Determine the centroid of each cluster. The number of centroids is the same as 

the number of clusters. The centroids value is initialized using the previous 

research formula [4, 8]. 

• Calculate the distance between each VM’s features to each centroid using 

Euclidean distance (Eq. (1)), then group each VM from the workload dataset 

based on the centroid closest distance. 

𝑑(𝑥𝑗 , 𝑣𝑖) =  √∑ ∑ (𝑥𝑗 −  𝑣𝑖)

𝑥𝑗∈𝑉𝑖

2
𝑛

𝑗=1

 (1) 

where 𝑑(𝑥𝑗 , 𝑣𝑖) is the distance between data 𝑥 and centroid 𝑣𝑖 in each number 

of data (𝑗). 

• Update the value of the current centroid based on the new group of data using 

the formula: 

𝑣𝑖 = ∑
𝑥𝑗

𝑛𝑖
𝑥𝑗∈𝑉𝑖

 (2) 

Here, 𝑣𝑖 is the updated centroid, and 𝑛𝑖 is the number of data in the cluster 𝑉𝑖. 

• Redo steps 3 and 4 until the grouping result converges when no data is moving 

toward each cluster. 

The result of K-Means clustering is a group of clusters that contain the nearest 

VM Data to each cluster centroids. Moreover, from the VM groups of clustering 

results, the VM that should be migrated from the overloaded physical machine will 

be determined by the if-then condition in Eq. (6). 

3.2.  Fuzzy C-means as VM cluster 

The implementation of FCM in this research, especially in VM selection, can be 

described below [28]: 
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• Determine the parameter required for the clustering process, wherein this 

research using several workload datasets that contain the attributes of RAM 

and MIPS. 

• Initialized the configuration used by FCM such as: 

a. Cluster Number : {3,4,5} 

b. Error rate  : 0.01 
c. Weight  : 2 

d. Maximum Iteration : 50 

e. Initial Iteration : 1 

f. Fitness Function : 0 

• This study will be used several cluster numbers such as 3, 4, or 5. This variation 

of cluster numbers is the same number used in K-Means. Then, the weight 

value in FCM should be more than 1 [30]. Therefore, this research used weight 

value = 2. The maximum iteration is 50. However, if the fitness function or 

error rate were satisfied, the clustering process would be stopped.  

• Once the configuration is initialized, raised the Partition matrix. The partition 

matrix uses to identify the VM data related to the clusters according to the 

highest value. The number of lines will match the number of available VM 

data in the dataset, and the columns are to construct the cluster numbers.  

• Determine the centroid for each cluster using the formula below: 

𝑣𝑖 =  
∑ (𝜇𝑖𝑗)

𝑚𝑛
𝑗=1 𝑥𝑗 

∑ (𝜇𝑖𝑗)
𝑚𝑛

𝑗=1

 (3) 

where in Eq. (3), 𝑣𝑖 is the cluster center. 𝜇𝑖𝑗 is the data in the partition matrix 

located in 𝑖 data and 𝑗 cluster. Then, 𝑥𝑗 is all data in each cluster located in 𝑗. 

m is the weight used in FCM. The weight value determines the fuzzier level of 

the cluster. The higher the weight value, the fuzzier the clustering result will 

be [30]. 

• Calculate the fitness function using Eq. (4) as follow: 

𝑃𝑐
𝐹𝐶𝑀 =  ∑ ∑ ((𝜇𝑖𝑗)

𝑚
𝑑(𝑥𝑗, 𝑣𝑖)

2
)

𝑛

𝑗=1

𝑐

𝑖=1

 (4) 

From Eq. (4), n is the number of data, where 𝑑(𝑥𝑗 , 𝑣𝑖) is the distance between 

data 𝑥𝑗  and the cluster 𝑣𝑖  centroid. This research used Euclidean distance. 

𝑃𝑐
𝐹𝐶𝑀  is the fitness function value in 𝑐 iteration. 

• The final stage of the FCM process is to update the matrix partition (𝜇), which 

was previously used in 𝑃1 . The improvement process was conducted by 

improving each data membership degrees in each cluster in the matrix partition.  

𝜇𝑖𝑗 =  [∑ (
𝑑(𝑥𝑗 , 𝑣𝑖)

𝑑(𝑥𝑗 , 𝑣𝑟)
)

2
𝑚−1

𝑐

𝑟=1

]

−1

 (5) 

The equation above (Eq. (5)) is used to improve membership degree, where: 

𝜇𝑖𝑗    : The membership degree. 
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𝑑(𝑥𝑗 , 𝑣𝑖)   : Euclidean distance between data 𝑥𝑗 to cluster center 𝑣𝑖. 

𝑚     : Weight or hyper-parameter for fuzzier level determination. 

• Repeat the process above until the difference between fitness function value 𝑖 
and 𝑖 − 1 is smaller than the error rate, or the maximum iteration number is 

satisfied. The partition matrix will continuedly to be processed until the exceed 

condition is fulfilled, then the final result of the partition matrix is used. 

After the final result of FCM was obtained, the clustering result will be 

processed using the Rule Base function in Eq. (6) to select the migrated VM from 

an overloaded host. 

3.3.  Rule-based MAX function as VM decision 

After the final result of K-Means and FCM clustering was obtained, VM data 

selection was made by selecting the VM with the most extensive index in each cluster.  

𝑉𝑀 = {
𝑥𝑗 ∈ min(𝑉𝑖)  ↔  𝑉𝑖 ≠ ∅  , max(𝑥𝑗 ∈ 𝑉𝑖)                          

𝑥𝑗 ∈ min(𝑉𝑖+1) ↔ 𝑉𝑖 = ∅,  max(𝑥𝑗 ∈ 𝑉𝑖+1) ↔  𝑉𝑖+1 ≠ ∅  
 (6) 

The Eq. (6) is used as the decision maker to select the VM where 𝑥𝑗  is the 

candidate VM instance with index 𝑗 in an overloaded host that will be moved. The 

first condition in Eq. (6) describes that it takes the smallest cluster 𝑉 with index 𝑖, 
and if the cluster 𝑉𝑖 is not empty (𝑉𝑖 ≠ ∅), then select VM 𝑥 with the maximum 

index 𝑗 (𝑚𝑎𝑥(𝑥𝑗 ∈ 𝑉𝑖)) from the cluster (𝑉𝑖). While in the second condition, if the 

smallest cluster index 𝑉𝑖  is empty, then it takes the VM 𝑥𝑗  data with maximum 

index 𝑗 (𝑚𝑎𝑥(𝑥𝑗 ∈ 𝑉𝑖+1)) from the next smallest cluster index 𝑉𝑖+1. 

4.  Performance Evaluation 

4.1. Workload configuration 

Workload Dataset provided by PlanetLab [21] is the dataset gathered from real use of 

CPU VM workload in the data center that consists of 500 servers which collected every 

five minutes in 24 hours. In this study, we only used data collected on 03-03-2011 

(workload A) that contains 1052 CPU VM, 06-03-2011 (workload B) contains 898 

CPU VM, and 09-03-2011 (workload C) contains 1061 CPU VM. The distribution of 

the average VM CPU utilization in each quartile could be seen in Table 1. 

Table 1. Distribution of average VM CPU utilization (%). 

Workload 

Dataset 
Q1 Q2 Q3 Q4 

Workload A 2.76 6.83 14.38 94.59 

Workload B 3.08 6.30 11.98 95.98 

Workload C 2.84 6.59 12.75 92.65 

The quartile 1 (Q1) represents the minimum distribution of the average VM 

CPU utilization, and quartile 4 (Q4) represents the maximum distribution of the 

average CPU utilization in 24 hours. This research used original dataset without 

executing any pre-processing phase to keep the entire range of CPU utilization 

workload in each VM at each time point. 
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4.2.  VM Instance configuration 

There are four different categories of workload specifications in each VM, 

especially in the heterogeneous VM characteristic. These categories consisted of a 

Micro CPU with 613 MB of RAM and 500 MIPS, a Small CPU with a 1.7 GB of 

RAM and 1000 MIPS, and a medium CPU with 1,7 GB of RAM and 2000 MIPS, 

and a High CPU with 0.87 GB of RAM and 2500 MIPS.  

4.3.  Data center configuration 

The simulation of both methods was conducted using the CloudSim tool to create 

the data center environment simulation. Each method will be evaluated using three 

clusters: three clusters, four clusters, and five clusters. The data used to evaluate 

both methods consist of 800 samples of homogeneous physical hosts with series 

HP ProLiant ML 110 G5 HP ProLiant ML 110 G5 Xeon 3075. The physical hosts 

have 2.660 MIPS, 2 PES, 4.096 RAM, 1Gbit/s, 1000 GB Storage. 

4.4.  Evaluation 

Both unsupervised methods will be compared with the robust VM selection method 

based on the statistical approach used in the cloud data center, such as MMT and 

RC [20].  Evaluation using Energy Consumption (EC) is proposed to determine the 

most energy-efficient method implemented in a cloud data center. 

5.  Result and Discussion 

This research has simulated and evaluated the proposed unsupervised VM selection 

methods using K-Means and Fuzzy C-Means in the CloudSim environment. In this 

experiment, firstly, we cluster each VM in several workload datasets into different 

cluster numbers (3, 4, and 5) using K-Means and FCM and several comparison 

methods (MMT and RC). The total number of workloads VM used in this study is 

up to 3011 VM collected from 500 servers in 24 hours. After the clustering result 

was obtained, perform the proposed rule base function to move the VM with the 

most extensive index in each cluster. After that, we measure the total Energy 

Consumption (EC) from each workload dataset. Moreover, to measure the 

significant energy-efficiency level, this study performs a Friedman Test as a non-

parametric statistical method. 

Energy Consumption (EC) describes the energy used by the cloud data center 

in kWh (kilowatt-hour). The higher the kWh value, the more extravagant the cloud 

data center in using energy. The evaluation result of both methods in several cluster 

numbers can be seen below: 

Each method with a different number of the cluster has been tested in three 

workload datasets, as shown in Figs. 2, 3, and 4. In the workload A dataset (Fig. 2), 

the highest energy consumption value was presented by MMT with 179.53 kWh of 

energy consumption. Meanwhile, in the same dataset, the smallest energy 

consumption was achieved by K-Means with five clusters, where the amount of 

energy used was 163.02 kWh. Here, the proposed K-Means with 5 clusters can 

reduce the MMT energy consumption by up to 16.51 kWh. The proposed FCM 

method in the workload A dataset shows that the method with three clusters 

performs better than other proposed cluster numbers in the FCM method. FCM 
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with three cluster members achieves 163.83 kWh of energy consumption, which 

better than the MMT energy consumption of less than 15.7 kWh. 

 

Fig. 2. Comparison of energy  

consumption in each method in workload A dataset. 

Moreover, Fig. 3 describes the comparison of each method's energy 

consumption in the workload B dataset. This result shows that K-Means with five 

cluster members produce the lowest energy consumption than other tested methods 

with 124.44 kWh of energy. Meanwhile, in the FCM method, the lower energy 

consumption was achieved by FCM with four clusters members with 124.75 kWh 

of energy. However, the MMT method also presents the highest amount of energy 

consumption in the workload A dataset. The amount of energy used by MMT is 

134.94 kWh. The difference number of K-Means with five clusters and FCM with 

four clusters to MMT, where MMT is the most extravagant method of all tested 

methods, is 10.5 kWh and 10.19 kWh, respectively.  

 

Fig. 3. Comparison of energy  

consumption in each method in workload B dataset. 
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Furthermore, the evaluation result using the workload C dataset was described 

in Fig. 4. The inefficiency energy was achieved by the MMT method with the 

consumption value of 157.44 kWh. K-Means gained the most efficient energy 

consumption in the workload C dataset with four cluster members, 144.21 kWh 

of energy consumption. Then, FCM with four clusters consumes 144.48 kWh of 

energy in the workload C dataset, where this amount of energy is more efficient 

than another cluster number in FCM methods. Comparing the energy 

consumption value of the MMT method to K-Means and FCM with four clusters 

indicates the difference number equal to 13.23 kWh and 12.96 kWh of energy 

usage, respectively. 

 

Fig. 4. Comparison of energy  

consumption in each method in workload C dataset. 

The overall result is described in Figs. 2, 3, and 4 show that the unsupervised 

methods, either K-Means or FCM, provide better energy-efficiency than MMT 

and RC. This condition occurs since the natures of unsupervised machine 

learning methods can learn and adjust their weight. This ability gives better 

adaptation in selecting candidate VM to achieve optimal cluster that is decided 

by rule-based function. The proposed unsupervised methods can select the best 

VM that should be migrated from an overloaded host than statistical methods 

such as MMT and RC.  

The significant difference in energy-efficiency results between each method can 

be determined by a non-parametric statistical evaluation known as the Friedman 

Test [31]. The null hypothesis H0 used in this research was that there is no 

significance in energy efficiency among all tested methods. The other possibility 

of H1 was that there is significant energy-efficiency between all methods.  

In conducting the Friedman Test, this research was used all tested methods as 

treatments. Each treatment has three energy consumption data from three workload 

datasets, shown in Table 2. 

Table 2 shows the Friedman Test's average rank result from three workload 

datasets that evaluate the VM selection methods. The first rank in the Friedman 

Test will be defined as the method that provides the highest energy-efficient. 
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Table 2. Result of Friedman rank. 

Method 

Energy Consumption (kWh)  

in each Workload 

Average 

Energy 

Consumption 

(kWh) 

Sums of 

Friedman 

Rank 

Rank 

A B C 

FCM (3 Cluster) 163.83 124.88 146.74 145.15 15 4 

FCM (4 Cluster) 164.97 124.75 144.48 144.73 11 3 

FCM (5 Cluster) 165.18 125.81 146.29 145.76 17 5 

K-means (3 Cluster) 163.30 124.55 144.86 144.24 8 2 

K-means (4 Cluster) 163.04 124.68 144.21 143.98 6 1 

K-means  (5 Cluster) 163.02 124.44 145.72 144.39 6 1 

MMT[6] 179.53 134.94 157.44 157.30 24 7 

RC[5] 166.79 127.65 148.37 147.60 21 6 

Table 2 shows that K-Means with four and five clusters achieve the first ranks, 

followed by three clusters in the second position. Besides that, FCM with four, 

three, and five clusters members could reach third, fourth, and fifth positions in 

Friedman rank. Moreover, the two last positions were achieved by RC and MMT 

in the Friedman rank, respectively. The difference number of sums of rank in the 

Friedman test between each method is significantly huge. 

K-Means looks promising that able to show the first rank in the Friedman Test 

compared to FCM. This condition occurs because of the capability of K-Means to 

determine better quality and accuracy clusters than FCM [9]. The p-value obtained 

from the Friedman Test was 0.0105, which is lower than the alpha value α = 0.05. 

This result indicates that the hypothesis H0 was rejected, and H1 was accepted. 

Thus, the evaluation using the Friedman Test represents that there is significant 

energy-efficiency among all methods.  

6.  Conclusion 

This research proposed VMs Selection using an unsupervised method in the cloud 

data center. The evaluation of the proposed method has been conducted using 

CloudSim. The proposed unsupervised VM selection (K-Means and FCM) gives 

better energy consumption than the statistical approach (MMT and RC) from the 

energy-consumption evaluation. The result has shown that all K-Means clusters 

could reach the lowest energy consumption among all tested methods (FCM, MMT, 

and RC). The significant improvement of energy-efficiency was proven using the 

Friedman Test that shown 0.0105 of the p-value, where the first rank of the 

Friedman Test was achieved by K-Means, the second rank by FCM, the third and 

last rank was achieved by MMT and RC, respectively.  

This research had integrated unsupervised methods with the rule-based MAX 

function. This function is used to determine the moved VM from each cluster 

generated by the unsupervised method to improve the energy efficiency of the cloud 

data center. However, there needs to be further review and evaluations related to 

the improvement of rule-based methods that can adapt to complex features. 
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Nomenclatures 
 

c Cluster number 

𝑑(𝑥𝑗 , 𝑣𝑖) Euclidean distance between data x and centroid 𝑣𝑖  in each 

number of data (𝑗). 

m Weight 

n Total number of data 

𝑃𝑐
𝐹𝐶𝑀  The FCM fitness function value in 𝑐 cluster iteration 

Vi Cluster (i) 

vi Cluster centroid (i) 

xj Cluster data (j) 
 

Greek Symbols 

𝜇𝑖𝑗 The data in the partition matrix located in 𝑖 data and 𝑗 cluster 
 

Abbreviations 

CPS Constant Position Selection 

DVFS Dynamic Voltage and Frequency Scaling 

FCM Fuzzy C-Means 

FQL Fuzzy Q-Learning 

ICT Information and Communication Technology 

MAD Median Absolute Deviation 

MC Maximum Correlation 

MIPS Million Instructions Per Second 

MMT Minimum Migration Time 

RAM Random Access Memory 

RC Random Choice 

SLA Service Level Agreement 

VM Virtual Machine 
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