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Abstract 

Nowadays, an identification system is needed in agriculture and food processing 
industries to boost the efficiency of production to meet international standards. 
The manual approach is used in product grading and quality control. 
Unfortunately, it leads to uneven products, higher time expenses, and fatigue by 
human operators. So, quality assessment is one of the significant factors for 
products and a great impact on the final prices. In this study, we have proposed 
an image processing and computational intelligence-based method for 
identifying and classifying almond varieties as Nonpareil (NP), Mission (MI), 
Carmel (CR), and California (C). The scanner is used to obtain a kernel image 
for 2000 samples of almond. The proposed system involves four stages, they are 
pre-processing (used a median filter to eliminate noise and Otsu threshold 
algorithm used for segmentation), feature extraction (total 66 features- 4 for 
geometric; 10 for shape; 37 for colour, and 15 for texture), feature selection and 
reduction (principal component analysis-PCA and modified sequential floating 
forward selection-MSFFS), and classification (decision tree). We used three 
strategies in classification, they are strategy-1 (considered whole features set 
without feature selection and reduction applied to DT), strategy-2 (considered 
whole features set with PCA), and strategy-3 (considered whole features set with 
MSFFS). Overall accuracy is obtained from DT as 80.8% for strategy-1, 90.8% 
for strategy-2, and 97.13% for strategy-3. Among all, strategy-3 (DT with 
MSFFS) is outperformed for the classification of almonds kernel variety. The 
developed method can be easily extended to online sorting machines.  

Keywords: Almond kernel variety, Colour, Decision tree, Geometric, Image 
processing, Intelligent systems, Modified sequential floating forward 
selection, Principal component analysis, Shape, Texture.  
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1.  Introduction 
Almonds are the most nutritious of all nuts. The almonds are incredibly high in 
protein content and rich in vitamin E, zinc, phosphorus, magnesium, iron, and 
calcium. Worldwide, almonds are one of the leading nut crops that produce high 
commercial value. Almond’s production in India during 2017–18 was 4000 MT. The 
almond farming in India was confined to selected hilly areas of Jammu and Kashmir, 
Uttar Pradesh, and Himachal Pradesh. The types/varieties of almonds found are 
Kashmiri, Gurbandi, Mamra, Nonpareil, Mission, Carmel, California, etc. Also, 
almond varieties have been identified through the number of almonds per ounce 
(18/20, 20/22, 23/25, 25/27, 27/30, 30/32, 32/34, and 34/36) [1]. India is one of the 
primary producers and exporters of quality almonds and contributes 6 percent of total 
exports in the world. Also, foreign exchange is earning significantly for the country. 
So, kernel quality should compete in the international market according to the 
standards specified by the United Nations Economy Commission for Europe 
(UNECE) and the United States Department of Agriculture (USDA). 

Promoting agricultural products as a standard product variety, there are several 
factors to play an important role, such as growing, planting, and harvesting. Among 
these, postharvest is the most essential and directly related to the process of improving 
the sorting or grading of the product. Improving the quality of new and used almond's 
reliability strategy is a critical factor in exports and the economic profitability of the 
final product. Therefore, for implementing such operations, both Computer Vision 
(CV) and Human Vision (HV) are being used. The HV-based methods are less 
attractive because of low speed, high costs, and require skilled labour for high 
accuracy. In the past few years, CV-based applications have used advanced 
techniques for agricultural and food product sorting and grading with its high 
efficiency, low cost, and higher speeds [2-9]. 

In India, most almond-processing industries are practicing manual grading. 
Except for some mechanical grading tools, still, a labour-intensive manual process is 
to sort and grade kernel quality. Due to being influenced by physical factors, the 
manual process is inducing subjective assessment leading to wavering the results. 
Hence, the production cost is high because of a lack of skilled labour. So, the 
development of an intelligent system is needed for grading the almond kernel 
automatically. Hence, we needed a standard image database as a benchmark. 
Currently, it is not available in India. Hence, initially, this study proposes to create a 
standard image database for each kernel variety. Next, to maintain international 
quality standards, we focused on the development of the system for kernel grading 
using image processing and machine learning technique. 

2. Related Work 
Image processing and computer vision techniques have been reported in various 
studies for grain seed analysis. Chen et al. [10] proposed the classification of corn 
into five varieties. A flatbed scanner was used to acquire non-touching corn kernels. 
The different types of features (morphological, colour, etc.) extracted from corn 
kernel image and discriminant analysis were used to get an optimized feature subset. 
Finally, discriminant analysis and neural network with backpropagation both were 
combined and used for corn type identification. 
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The RGB and HSV colour spaces are used to extract colour features from the 
acquired images of corn seeds. GLCM was used to calculate the texture features and 
local binary pattern (LBP) and resulted in 5%-6%. More results that are accurate were 
obtained to compare these features for corn seed classification. Also, in other research, 
the developed methods have been evaluated two ways to discriminate the wheat into 
five classes. The first method used individual features such as colour, shape, and texture. 
The second method used a combination of features such as colour, shape, and texture. 
The results showed an overall accuracy of 96% by the second method [11-12]. 

The 11 wheat grain varieties were discriminated against and proposed by 
Zapotoczny. [13], using surface colour and texture features. The methods of feature 
reduction were used to constitute an optimized feature set. Finally, the performance 
was evaluated using different classifiers. The discrimination of chestnut into five 
classes used the combination of colour (RGB, HSV, CIEL*a*b*), shape, and 
texture features [14]. Mollazade et al. [15] and Yu et al. [16] extracted the colour 
features using RGB, Nrgb, and HSI colour spaces, and the calculated texture 
features from the grey-level co-occurrence matrix (GLCM) for raisins and finally 
reported the appropriateness of the extracted features. The obtained results show 
the competence of support vector machines (SVMs) and artificial neural networks 
(ANNs) for raisins classification into four types.  

Colour and geometry are the major sources of food and agricultural commodity 
inspection, grade, and sort [3]. In several agricultural and foods product, CV-based 
applications are successfully used to classify or identify quality factors such as colour 
and size including soybean seeds [17], Coffee [18], dry beans [19], pistachios [20], 
and Peanuts [21, 22]. Progress in hardware, and image processing-popularized 
computer vision techniques for automated kernel quality verification of almond 
parameters such as colour and size. Currently, in the oil processing industry, seed 
classification, grading, and quality evaluation used CV technology and results in high 
accuracy compared to those based on HV [23-25]. The agricultural and food product 
grading, as well as quality evaluation, were done developed CV methods, which use 
the combined features (shape, colour, and texture) set. For proper performance, there 
is no guarantee for the categorization of various agricultural products using a feature 
set including shape, colour, and texture. Therefore, it is suggested to combine 
different elements to get appropriate classification with high accuracy in various 
categories of products [26, 27]. 

Five varieties of rice were identified using morphology and colour features. For 
classification, classifiers such as neuro-fuzzy and multilayer perceptron were 
trained and tested with extracted features. Finally, it considered averaged the 
obtained accuracy. The accuracy of kernel-level rice identification was 99% [28] 
using a near-infrared spectrophotometer (NIRS). Zou et al. [29] have researched to 
classify rapeseed varieties. The features were extracted from the kernel-level image 
and reduce the extracted features using principal component analysis. The back-
propagation neural network and distance discriminant analysis classifiers have been 
used to discriminate against the rapeseed varieties (five), and obtained accuracy 
was 100%. 

Regarding this point that no comprehensive research on the quality grading of 
almond products has been conducted so far. Therefore, this research developed a 
robust method based on image processing and computational intelligence for quality 
grading and classification of this product. The kernels are graded into four classes 
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including NP, CR, MI and C according to UNECE and USDA standards. This method 
can be adapted for grading and sorting machines to increase speed and accuracy. 

3. Materials and Methods 
Figure 1 shows the framework for quality grading and classification of almond 
variety developed in this research. In the first step, images were taken from almonds 
then by using appropriate algorithms for segmenting images (i.e., separated from the 
background). In the next step, after extracting useful features related to size, shape, 
colour, and texture on almond images, a feature vector was formed. To grade and 
classify almond variety successfully, it was necessary to find prominent features. 
Accordingly, features were selected using principal component analysis and modified 
sequential floating forward selection. In the final step, the almonds were graded and 
classified into four varieties (NP, MI, CR, and C) [22] by Decision Tree. All of the 
above-mentioned steps are presented in detail in the following subsections. 

 
Fig. 1. The framework for quality grading and classification of almond variety. 

3.1. Collection of almond kernels 

Almonds variety is grown in the season of  2017–18. All samples are collected from 
the Central Institute of Temperate Horticulture, Srinagar, Jammu and Kashmir, 
India, and the University of Agricultural Sciences, Dharwad, Karnataka India. 
Almonds are cleaned (air dust, dirt, and stones) and remove the immature and 
broken kernels. Then, plastic bags are used to store all the almonds samples and 
kept at room temperature (25˚−29˚ Centigrade). Figure 2 illustrates the sample 
images of each kernel variety. 

3.2. Image acquisition 
Initially, almonds of each variety were manually separated and then a charge-coupled 
device scanner (ScanJet 3770 with the 24-bit colour of 1200x1200 dots-per-inch) was 
used for acquiring the images of kernel under laboratory conditions. The images were 
taken in a way that in each image only almonds of one kernel type were present (as 
shown in Fig. 1). The images were saved in BMP format with 300 dpi resolution. 
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Finally, the acquired images were transferred to a personal computer for further 
analysis.  A total of 2000 images were acquired for each variety (500 samples) of 
almond, including NP, MI, CR, and C (as shown in Fig. 2). 

 
Fig. 2. The varieties almonds Kernel [47]. 

3.3. Feature extraction 
GNU Octave image processing toolbox was used for image analysis (i.e., extract 
features from each kernel image). In pre-processing, first, the median filter is 
applied to the kernel image to remove noise. The filter has a 3x3 focus window on 
the considered pixel and enables the detection of the optimum threshold for image 
segmentation. The second is image segmentation accomplished using Otsu’s 
algorithm, which separates the foreground and background with the 0.75 as a global 
threshold value (i.e., pixels with values below 0.75 treated as kernel i.e., binary 
image and otherwise background) [30-32]. 

3.3.1. Almonds kernel feature extraction (morphological) 
Due to irregular shapes of the agricultural/food products, length (L) and width (W) 
calculations are more complicated than the area (A) and perimeter (P). The diameter 
of the Ferret is most commonly used in size by computing the object’s major axis and 
the minor axis [33, 34] shown in Fig. 3. It deals with kernel images, extracting 
measurable information from different image areas. After obtaining the boundary of 
the selected area, properties such as the major axis length as L, minor axis length as 
W, area, and perimeter were determined. 

 
Fig. 3. The object horizontal (Fh) and vertical (Fv) Feret diameters [42]. 
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3.3.1.1. Size:  

The mean and standard deviation, describing simple intensity information, and are 

given by mean(μ) = 1
𝑛𝑛
∑ 𝑓𝑓𝑥𝑥𝑥𝑥𝑛𝑛
𝑥𝑥=1  and standard deviation (σ) = �1

𝑛𝑛
∑ (𝑓𝑓𝑥𝑥𝑥𝑥 − 𝜇𝜇)̇ 2𝑛𝑛
𝑥𝑥=1  , 

where fxy represents the pixels in each of the segmented intensity images, and n the 
total number of evaluated pixels in the segmented image. Figure 4 illustrates the 
length versus width of almond kernel variety. The X-axis represents the almond 
variety and Y-axis represents the pixel counts, which is the number of pixels in a 
segmented image of the kernel. The size distribution of almond’s kernel variety is 
listed in Table 1. 

 
Fig. 4. Demonstrate the length and width of almond kernel variety. 

Table 1. The mean and standard deviation  
of the almond kernels size distribution. 

Variety L W A P 
Nonpareil (NP) 3.12 ± 0.16 1.77 ± 0.13 4.08 ± 0.44 6.60 ± 0.39 
Mission (MI) 3.27 ± 0.15 1.59 ± 0.09 4.22 ± 0.30 6.72 ± 0.34 
Carmel (CR) 2.90 ± 0.14 1.50 ± 0.09 3.05 ± 0.27 5.40 ± 0.32 
California (CL) 3.01 ± 0.16 1.38 ± 0.10 3.45 ± 0.31 6.34 ± 0.38 

3.3.1.2. Shape:  

The shape features were divided into size-dependent measurement (SDM) and size 
independent measurement (SIM) 

i. SDM:  
The Shape Factors (SF) describe the shape of a kernel and are calculated from the 
values of length, width, and area [35]. They are given by:  

SF1= L/A                  (1) 

SF2 = A/L3                  (2) 

SF3 = A/((L/2)2×3.142)                 (3) 

SF4 = A/((L/2)×(W/2)×3.142)                (4) 
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The natural diversity in the morphology of kernel types makes classification a 
complex work. So, we calculated the shape descriptors such as Elongation (E) and 
Roughness (R) [17, 36], and are given by:  

E=L/W                   (5) 

R=A/L2                   (6) 

The distribution of SDM of an almond’s kernel is listed in Table 2.  

Table 2. Mean and standard deviation of almond kernels SDM. 
Variety Elongation (E) Roughness (R) 
Nonpareil 1.80 ± 0.42 0.35±0.12 
Mission 1.83 ± 0.50 0.39 ± 0.09 
Carmel 1.74 ± 0.54 0.41 ± 0.10 
California 1.70 ± 0.48 0.45 ± 0.12 

ii. SIM:  
Due to irregularity in shape, the SDM is insufficient to characterize an almond kernel. 
So, four SIM were calculated to obtain shape information of the almond kernel, 
regardless of the image size and position. So, Hu moment invariant-based features 
[17, 36]of the kernel are given by: 

𝜑𝜑1 = 𝜂𝜂20 + 𝜂𝜂02                   (7) 

𝜑𝜑2 = (𝜂𝜂20 − 𝜂𝜂02 )2 + 4𝜂𝜂112              (8) 

𝜑𝜑3 = (𝜂𝜂30 − 3𝜂𝜂12 )2 + (3𝜂𝜂21 − 𝜂𝜂03 )2                (9) 

𝜑𝜑4 = (𝜂𝜂30 − 𝜂𝜂12 )2 + (𝜂𝜂21 − 𝜂𝜂03 )2            (10) 

A set of four invariant moments [37, 38] derived from the complex moments of 
the segmented image and are important for object (i.e., almond kernel) recognition. 
The bar chart, as shown in Fig. 5, illustrates the distribution of invariant moment 
features of the almond kernel type. 

 
Fig. 5. Illustrate the first four Hu moments of the almond kernel variety. 

3.3.2. Colour 
In the real world, colour is the most significant and straight-forward feature that 
humans perceive an image. All colours are seen as various combinations of the three 
primary colours, namely, Red (R), Green (G), and Blue (B). The primary colours are 
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added to produce secondary colours such as cyan (green and blue), yellow (red and 
green), and the like. Widely, different colour spaces are used in CV-based systems 
today, namely,  

RGB, HSL (hue, saturation, and brightness), and CIE-L*a*b* colour space, etc. 
The characteristics (i.e., luminance (L), chrominance (C), Hue (H), and Distance 
metric) are used to distinguish one colour from another. Agriculture and food 
products such as cashews, peanuts, and chestnut, etc. differ in their colours. Hence, 
we have tested the suitability of RGB, HSL, and CIE L*a*b* colour features to 
recognize, classify and grade the almond kernels [5, 30-32, 39-42]. 

i. RGB Colour space [36] 
Initially, we proposed to separate the R, G, and B components from the kernel image 
(fxy) and then, calculating L, C, and distance metric using Eq. (11) through Eq. (15).  

L= 0.2126Rcomponent+0.7152Gcomponent+0.0722Bcomponent                          (11) 

Chrominance of blue component(Cb) = Bcomponent – L                          (12) 

Chrominance of red component(Cr) = Rcomponent – L                          (13) 

Hue angle,𝐻𝐻° = �
1

360° [90° − 𝑡𝑡𝑡𝑡𝑡𝑡−1 𝐹𝐹
√3

+ 0°] 𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 < 𝐵𝐵𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
1

360° [90° − 𝑡𝑡𝑡𝑡𝑡𝑡−1 𝐹𝐹
√3

+ 180°] 𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 > 𝐵𝐵𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
                (14) 

where F = (2Rcomponent-Gcomponent-Bcomponent)/(Gcomponent-Bcomponent) 

Distance metric,∆𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅 = �(∆𝐸𝐸𝑅𝑅)2 + (∆𝐸𝐸𝑅𝑅)2 + (∆𝐸𝐸𝑅𝑅)2             (15) 

where, ∆𝐸𝐸𝑅𝑅 = (𝜇𝜇𝑅𝑅𝑐𝑐𝑅𝑅_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 − 𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐) ,  

∆𝐸𝐸𝑅𝑅 = (𝜇𝜇𝑅𝑅𝐺𝐺𝑐𝑐𝑐𝑐𝑛𝑛_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 − 𝐺𝐺𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐) and  

∆𝐸𝐸𝑅𝑅 = (𝜇𝜇𝑅𝑅𝐵𝐵𝐵𝐵𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 − 𝐵𝐵𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐) 

ii. Statistical analysis 

The colour images are recognized by quantifying the distribution of colour 
throughout the image, change in the colour about average/mean, and the difference 
between the highest and the lowest colour values. This quantification is obtained 
by computing the mean, variance, standard deviation, and range for a given colour 
image. Since these features represent global characteristics for an image, so we 
have adopted the mean, variance, standard deviation, and range colour features in 
this work. Eq. (16) through Eq. (19) are used to evaluate the mean, variance, 
standard deviation, and range of image samples [36, 41, 43]. 

Mean (𝜇𝜇) = 𝜇𝜇𝑥𝑥 ∑ 𝑥𝑥 ∗ (𝑓𝑓𝑥𝑥𝑥𝑥𝑛𝑛−1
𝑥𝑥,𝑥𝑥=0 ) 𝑡𝑡𝑡𝑡𝑎𝑎 𝜇𝜇𝑥𝑥 ∑ 𝑦𝑦 ∗ (𝑓𝑓𝑥𝑥𝑥𝑥𝑛𝑛−1

𝑥𝑥,𝑥𝑥=0 )              (16) 

Variance (𝜎𝜎2) = ∑ (𝑓𝑓𝑥𝑥𝑥𝑥𝑛𝑛−1
𝑥𝑥,𝑥𝑥=0 )(𝑥𝑥 − 𝜇𝜇)2                (17) 

Standard Deviation (𝜎𝜎) = √𝜎𝜎2                (18) 

Range = 𝑀𝑀𝑡𝑡𝑥𝑥�𝑓𝑓𝑥𝑥𝑥𝑥� − 𝑀𝑀𝑀𝑀𝑡𝑡(𝑓𝑓𝑥𝑥𝑥𝑥)                             (19) 

We have extracted 14 colour features (µRed_component, σRed_component, 
RangeRed_component, µGreen_component, σGreen_component, RangeGreen_component, µBlue_component, 
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σBlue_component, RangeBlue_component, L, Cb, Cr, 𝐻𝐻° , and ΔERGB). The RGB colour 
distribution of almonds kernel variety is shown in Fig. 6. 

 
Fig. 6. Illustrates the distribution of the mean, standard deviation,  

and range of RGB colour image of almond kernel variety. 

iii. HSL Colour Space 
The values of RGB colour components are in the range [0, 1] and H, S, and L 
components are extracted from these RGB components. Eq. (20) through Eq. (23) 
are used to evaluate H, S, and L [5, 44]. 

𝐻𝐻𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐

⎩
⎪
⎨

⎪
⎧60° ∗ �𝑅𝑅

`−𝑅𝑅`

𝐶𝐶
𝑚𝑚𝑚𝑚𝑎𝑎6� ,𝐶𝐶𝑐𝑐𝑚𝑚𝑥𝑥 = 𝑅𝑅` 

60° ∗ �𝑅𝑅
`−𝑅𝑅`

𝐶𝐶
𝑚𝑚𝑚𝑚𝑎𝑎6� ,𝐶𝐶𝑐𝑐𝑚𝑚𝑥𝑥 = 𝐺𝐺`

60° ∗ �𝑅𝑅
`−𝑅𝑅`

𝐶𝐶
𝑚𝑚𝑚𝑚𝑎𝑎6� ,𝐶𝐶𝑐𝑐𝑚𝑚𝑥𝑥 = 𝐵𝐵`

            (20) 

where Cmax = Maximum(R`, G`, B`), Cmin = Minimum(R`, G`, B`), C =  
       Cmax – Cmin  

R` = Rcomponent/255, G` = Gcomponent/255 and  B` = Bcomponent/255 

𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 =  �
0,          𝐶𝐶 = 0
𝐶𝐶

1−|2𝐿𝐿−1|
,𝐶𝐶 <> 0                            (21) 

Lcomponent = (Cmax + Cmin) / 2               (22) 

∆𝐸𝐸𝐻𝐻𝐻𝐻𝐿𝐿 =  �(∆𝐸𝐸𝐻𝐻)2 + (∆𝐸𝐸𝐻𝐻)2 + (∆𝐸𝐸𝐿𝐿)2                             (23) 

where, ∆𝐸𝐸𝐻𝐻 = 𝜇𝜇𝐻𝐻𝐵𝐵𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 − 𝐻𝐻𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 ,  

∆𝐸𝐸𝐻𝐻 = 𝜇𝜇𝑠𝑠𝑚𝑚𝑐𝑐𝐵𝐵𝐺𝐺𝑚𝑚𝑐𝑐𝑠𝑠𝑐𝑐𝑛𝑛_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 − 𝑆𝑆𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 and 

∆𝐸𝐸𝐿𝐿 = 𝜇𝜇𝐿𝐿𝑠𝑠𝐿𝐿ℎ𝑐𝑐𝑛𝑛𝑐𝑐𝑠𝑠𝑠𝑠_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐 − 𝐿𝐿𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐   

The statistical analysis is done on H, S, and L colour components by using Eq. (16) 
through Eq. (19). So, ten colour features (µHue_component, σHue_component, RangeHue_component, 
µSaturation_component, σSaturation_component, RangeSaturation_component, µLuminosity_component, 
σLuminosity_component, RangeLuminosity_component and ΔEHSL) are extracted. The almond kernel type 
HSL colour distribution is shown in Fig. 7. 
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Fig. 7. Illustrate the mean, standard deviation,  

and HSL colour range of the almond kernel type. 

iv. CIE L*a*b* 
According to CIE (1976), XYZ and L*a*b* are designed to quantity colour changes 
continuously with different observed colours. The developed colour model is 
considered homogeneous because the distance between two colours in linear color 
space corresponds to the observed differences between them. As a result, it allows 
the objective colour representation, and its use is critical for applications where the 
results are consistent with human perception [36, 42, 45, 46], Eqs. (24) through (30) 
are used to evaluate CIE L*a*b* colour values [5, 44]. 

𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗ = 116𝑓𝑓 � 𝑌𝑌

𝑌𝑌𝑛𝑛
�
1
3 − 16                      (24) 

𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗ = 500 �𝑓𝑓 � 𝑋𝑋

𝑋𝑋𝑛𝑛
�
1/3

− 𝑓𝑓 � 𝑌𝑌
𝑌𝑌𝑛𝑛
�
1/3
�                           (25) 

𝑏𝑏𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗ = 200 �𝑓𝑓 � 𝑌𝑌

𝑌𝑌𝑛𝑛
�
1/3

− 𝑓𝑓 � 𝑍𝑍
𝑍𝑍𝑛𝑛
�
1/3
�                           (26) 

The colour intensity and propagation of the almond kernel are determined in the 
specified area. Nielsen [45] has very explicitly stated that certain colour features, such 
as chroma, colour score (CS), white index (WI), and colour distance metric 
contributes to kernel classification. Therefore, we tried extracting these features using 
the CIE L*a*b* color space. 

Chroma (C) =(a2+b2)1/2                             (27) 

Color Score (CS) =bL/a                             (28) 

White Index (WI) = 100-[(100-L*)2+a*2+b*2]1/2            (29) 

∆𝐸𝐸𝐿𝐿∗𝑚𝑚∗𝑏𝑏∗ = �(∆𝐸𝐸𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗ )2 + (∆𝐸𝐸𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐

∗ )2 + (∆𝐸𝐸𝑏𝑏𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗ )2            (30) 

where, ∆𝐸𝐸𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗ =𝜇𝜇𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐

∗ −𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗   , 

∆𝐸𝐸𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗ =𝜇𝜇𝑎𝑎𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐

∗ −𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗  and 

∆𝐸𝐸𝑏𝑏𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗ =𝜇𝜇𝑏𝑏𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐

∗ −𝑏𝑏𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐
∗   

The statistical analysis is done on L*, a*, and b* color component by using Eq. 
(16) through Eq. (19). A thirteen CIE L *a*b* color features (µL*

component,  σL*
component, 

Range L*
component, µa*

component, σa*
component, Range a*

component, µb*
component, σb*

component, 
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Range b*
component, C, CS, WI, and ΔEL*a*b*) are extracted. The CIE L*a*b* color 

distribution of the almond kernel types is shown in Fig. 8. 

 
Fig. 8. Describes the mean, standard deviation,  

and range of CIE L*a*b* color space for the almond kernel type. 

3.3.3. Texture 
Texture information is extracted from the distribution of the intensity values based 
on Haralick [47] approach They are computed using grey-level co-occurrence 
matrices representing the second-order texture information (the joint probability 
distribution of intensity pairs of neighbouring pixels in the image), where the mean 
and range-for different pixel distances in four directions of the following variables 
are measured: mean, variance, standard deviation, contrast, correlation, the angular 
second moment, energy, dissimilarity, entropy, homogeneity, cluster shade, cluster 
performance, smoothness, the third movement, and maximum probability [36, 48]. 
The fifteen texture features are extracted, and the bar graph (as shown in Fig. 9.) 
shows the distribution of some of the texture features. 

 
Fig. 9. Illustrates the distribution of some of the textural  

features using the GLCM of almond kernel variety. 

3.4. Feature selection and classification 

In this study, each almond kernel variety image is representing 66 features (4-
Geometric, 6-SDM, 4-SIM, 14-RGB, 10-HSL 13-CIE L*a*b*, and 15-Texture). The 
n (i.e., 66) extracted features for sample i are arranged in the ith row of matrix F: [Fi1, 
….Fin] that corresponds to a point in the n-dimensional measurement feature space. 
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The features are normalized yielding N×n matrix W, which elements are defined as 
Wij=(Fij-μi)/σj for i = 1….N and j = 1….n, where Fij denotes the jth feature of the 
ith feature vector, N is the number of samples, and μi and σj are the mean and standard 
deviation of the jth feature, i.e., the jth column of F. Thus, the normalized features 
have 0 mean and a standard deviation equal to one. Those constant features and highly 
correlated features can be eliminated because they do not give relevant information 
about the kernel evaluation quality. 

After extraction and normalization, it is necessary to select the best features to 
train the classifier. It leads to an increase in the classification performance and 
efficiency in the classification model. In the feature selection, a subset of m features 
(m ≤ n) that leads to the smallest classification error is selected. The selected m 
features are arranged in a new matrix X with N x m elements obtained from m-
selected columns of the large set of normalized feature W [49-51]. The features can 
be selected using several state-of-the-art algorithms reported in the literature, In the 
proposed work, feature selection algorithms such as principal component analysis 
(PCA) and Modified Sequential Floating Forward Selection (MSFFS) are 
implemented using the GNU octave and have achieved high performance. 

i. Principle Component Analysis (PCA):  
To reduce the feature vector, so applied the dimensionality reduction techniques as 
PCA. In PCA, first, prepare the correlation matrix from the quantified data set X 
(dimension-d). After that estimate the eigenvectors and eigenvalues from the 
correlation matrix. Next, the eigenvalues are arranged in descending order. Choose 
the k eigenvectors corresponding to the largest eigenvalues of k, where k is the 
number of new feature subspace dimensions (k ≤ d), then construct projection 
matrix (W). Finally, Y = X×W, where Y is the feature subspace/ subset which 
contains a total of 46 features [52, 53].  

ii. Modified Sequential Floating Forward Selection (MSFFS):  
The feature ranking and selection are the two stages in this method. In the first stage, 
for all feature subsets, evaluate the rank of each feature 𝑓𝑓 using Eq. (31). 

𝑟𝑟𝑡𝑡𝑡𝑡𝑟𝑟(𝑓𝑓) = ∑ 𝐴𝐴𝐴𝐴𝐴𝐴(𝑆𝑆)𝐻𝐻∈𝐶𝐶𝑅𝑅𝐻𝐻(𝑓𝑓) |𝐶𝐶𝑆𝑆𝐺𝐺(𝑓𝑓)|⁄              (31) 

where accuracy rate 𝐴𝐴𝐴𝐴𝐴𝐴(𝑆𝑆)  is calculated from the Nearest Neighbour (NN) 
method, 𝐶𝐶𝑆𝑆𝐺𝐺(𝑓𝑓)  is the collection of all generated subsets that include 𝑓𝑓 , and 
|𝐶𝐶𝑆𝑆𝐺𝐺(𝑓𝑓)| is the number of these subsets. The larger the 𝑟𝑟𝑡𝑡𝑡𝑡𝑟𝑟(𝑓𝑓)  is, the more 
important the feature 𝑓𝑓 . In the second stage, K (i.e., 4) classes in the dataset 
generate K binary sub-classifications, where each binary sub-classification (class j 
for instance) involves the dataset of class j and class non-j. Class non-j represents 
all other data patterns not belonging to class j. Data pattern w to each independent 
sub-classified to calculate the corresponding membership (j). The formulas are 
listed below Eq. (32) through Eq. (34). 

𝑚𝑚𝑚𝑚𝑚𝑚𝑏𝑏𝑚𝑚𝑟𝑟𝑚𝑚ℎ𝑀𝑀𝑖𝑖(𝑗𝑗) =  𝑡𝑡𝑛𝑛𝑐𝑐𝑛𝑛−𝑗𝑗 𝑡𝑡𝑗𝑗 + 𝑡𝑡𝑛𝑛𝑐𝑐𝑛𝑛−𝑗𝑗⁄              (32) 

where, 

𝑡𝑡𝑗𝑗 = ‖𝑤𝑤 − 𝑤𝑤𝐵𝐵‖𝑛𝑛𝑙𝑙 ∈𝐶𝐶𝑙𝑙𝑎𝑎𝐶𝐶𝐶𝐶 𝑗𝑗 
𝑐𝑐𝑠𝑠𝑛𝑛                              (33) 
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𝑡𝑡
𝑛𝑛𝑐𝑐𝑛𝑛−𝑗𝑗= �𝑤𝑤−𝑤𝑤𝑐𝑐�𝑛𝑛𝑐𝑐∈𝐶𝐶𝑙𝑙𝑎𝑎𝐶𝐶𝐶𝐶 𝑛𝑛𝑐𝑐𝑛𝑛−𝑗𝑗 

𝑐𝑐𝑚𝑚𝑛𝑛               (34) 

where 𝑡𝑡𝑗𝑗 is the shortest distance between w and the data pattern belongs to class j in the 
jth sub-classified, and 𝑡𝑡𝑛𝑛𝑐𝑐𝑛𝑛−𝑗𝑗  is the shortest distance to class non-j. The bigger the 
membership, the higher the probability that w belongs to class j. Select the class with 
the largest membership as the classified class to data pattern w using Eq. (35).  

𝑗𝑗 ∗ = 𝐴𝐴𝑟𝑟𝐴𝐴 𝑚𝑚𝑚𝑚𝑚𝑚𝑏𝑏𝑚𝑚𝑟𝑟𝑚𝑚ℎ𝑀𝑀𝑖𝑖(𝑗𝑗)𝑗𝑗=1,2,3,4
𝑐𝑐𝑚𝑚𝑥𝑥               (35) 

where j* is the classified class to data pattern w.  

In the experimental simulation in this study, we used MSFFS. The dataset for the 
experiment includes 4-Geometric, 6-SDM, 4-SIM, 14-RGB, 10-HSL 13-CIE L*a*b*, 
and 15-Texture. The total samples of 2000 kernel varieties (NP, MI, CR, and C) are 
divided into training (i.e., total 1200 samples of which 300 from each variety) and 
testing (i.e., total 800 samples of which 200 from each variety). To extract feature 
subsets using MSFFS, we used the NN method as the classification to build the 
classifier. Table 3 shows the datasets generated for simulation. And simulation is done 
on a personal computer (Hewlett Packard), which is having a 7th Generation Intel® 
Core™ i3 processor, 4 GB DDR4-2400 SDRAM (1 x 4 GB), 1 TB 7200 rpm SATA.  

Table 3. Simulation results from the dataset using the MSFFS method. 

Dataset (i.e., Subset) 
No.’s of 
features 
selected 

Accuracy of 
test data (%) 

Computational 
time (minutes) 

Geometric(4) 02 90.04 16 
SDM(6) 03 89.03 22 
SIM(4) 01 86.45 19 
RGB(14) 09 91.04 53 
HSL(10) 06 88.21 40 
CIE L*a*b*(13) 08 92.45 50 
Texture(15) 11 87.98 60 
Total  40   

Finally, 40 features are in subspace/subset. In this work, we have tested two feature 
selections algorithms (PCA & MSFFS) to obtain the highest performance with 
classification. The idea is to obtain the highest accuracy defined as the proportion of 
true results. 

3.5. Classification 
A supervised learning approach was used to train the pattern classification algorithm. 
Supervised classes, known as labels, were based on four categorical classes according 
to international standards (UNECE and USDA), where each acquired almond kernel 
variety (NP, MI, CR, and C). In the proposed work, the following well-known 
classifier has achieved high performance. Initially, we tried with the Backpropagation 
Neural Network classifier and obtained less accuracy, when compared with the 
Decision Tree classifier. So decided to continue with the Decision Tree.   

Decision Tree (DT): It is a form of hierarchical classifier and classification that 
uses a series of simple decision functions, commonly binary to determine the class of 
unknown patterns. The decision tree model starts from the root node, and the branches 
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pass through the internal nodes toward the terminal nodes. Terminal nodes called leaf 
nodes represent different classes. During the decision tree construction, attribute 
selection steps are used to select the best partitioning attribute into tuples. Popular 
criteria for attribute selection are Information gain, Gain ratio, and the Gini index 
[54]. In this work, the decision tree is constructed from the training data labelled using 
the Gini index, 𝐺𝐺𝑀𝑀𝑡𝑡𝑀𝑀(𝐷𝐷) = 1∑ 𝑖𝑖𝑠𝑠2𝑐𝑐

𝑠𝑠=1  where pi is the probability that a tuple in D 
belongs to class Ci and is estimated by |Ci, D| / |D|. Each leaf node corresponds to an 
almond kernel grade label. Figure 10 illustrates the length as a root node.  

 
Fig. 10. DT is considered for length as a root node. 

4.  Results and Discussion 
Confusion matrices are used to evaluate the performances of classifiers as the best 
method for assessing multiclass predictive models. Each column of the matrix 
contains patterns in the predicted class, but each row contains examples of the actual 
type (ground truth). The cell of the confusion matrix can be true positive (TP), true 
negatives (TN), false positive (FP), and false negatives (FN). All the correct 
predictions on the diagonal of the matrix. Formulas of the performance parameters 
are provided in Eqs. (36 ) and (37) [29].  

Accuracy (for a certain class) =  𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝐹𝐹

             (36) 

Overall Accuracy = ∑𝑇𝑇𝑇𝑇+ ∑𝑇𝑇𝐹𝐹 
∑𝑇𝑇𝑇𝑇 + ∑𝑇𝑇𝐹𝐹 + ∑𝐹𝐹𝑇𝑇 + ∑𝐹𝐹𝐹𝐹

            (37) 

After normalization, we are considered the subset of extracted features 
(geometric, shape, color, and texture) of the almond kernel for classification 
with/without feature section (PCA and MSFFS). Due to unnecessary features, the 
obtained classification accuracy was low. Therefore, a whole feature set is considered 
to achieve better accuracy. So, we used three strategies to develop a proposed system 
and obtained an accuracy of the DT classifier is listed in Table 4 for strategy-1, Table 
5 for strategy-2, and Table 6 for strategy-3. 

Table 4. Confusion matrix for DT classifier using splitting rule  
Gini diversity index (without PCA and MSFFS feature selection). 

Variety NP MI CR CL Total The success rate in % 
NP 179 12 9 0 200 94.75 
MI 56 111 33 0 200 77.75 
CR 9 61 187 43 200 71.75 
CL 0 26 58 116 200 79.00 

Total 800 80.81 
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Table 5. Confusion matrix using DT classifier with  
splitting rule Gini diversity index of strategy-2 (with PCA). 

Variety NP MI CR CL Total The success rate in % 
NP 170 30 0 0 200 92.50 
MI 65 135 0 0 200 83.75 
CR 0 16 156 28 200 89.00 
CL 0 0 8 192 200 98.00 

Total 800 90.81 

The developed method results are compared with the reported literature [55, 56]. 
Artificial Neural Network (ANN) to identify five classes are normal almond (NA), 
broken almond (BA), double almond (DA), wrinkled almond (WA) and shell of 
almond (SA) with 18-7-7-5 topology. The extracted features were shape (8), 
HIS color (45), and texture (162) from the almond kernel. The obtained accuracy of 
the ANN classifier for each class was NA (98.92%), BA (99.46%), DA (98.38%), 
and SA (100%) with PCA. But, in this paper, we considered the almond variety (NA, 
MI, CR, C) grade and classification using 66 features with feature selection (PCA 
and MSFFS) methods. The obtained accuracy of DT classifier is 80.81% (strategy-1) 
listed in Table 4, 90.81% (strategy-2) listed in Table 5, and 97.13% (strategy-3) listed 
in Table 6. The proposed method was developed on a personal computer (Hewlett 
Packard), which is having a 7th Generation Intel® Core™ i3 processor, 4 GB DDR4-
2400 SDRAM (1 x 4 GB), 1 TB 7200 rpm SATA. The processing of an almond 
kernel takes less than one minute for the proposed method. In real practice, the 
manual method is being followed to identify the grades of the almond kernel. This 
proposed method will be helpful for the industry to maintain quality control. 

Table 6. Confusion matrix using DT classifier with  
splitting rule Gini diversity index of strategy-3 (with MSFFS). 
Variety NP MI CR CL Total The success rate in % 
NP 196 4 0 0 200 99.00 
MI 9 176 15 0 200 94.00 
CR 0 3 190 7 200 97.50 
CL 0 0 8 192 200 98.00 

 Total  800 97.13 

5.  Conclusion 
The classification of almond products has an essential role in promoting the export 
of this valuable product. In this research, almonds kernel variety used by decision 
tree (DT) and image processing techniques based on the size, shape, color, and 
texture features, and the application of feature selection methods (PCA and MSFFS) 
is to reduce the dimensionality of the features, for better accuracy, and then 
almonds classified into four distinct categories based on UNECE (2009) standards. 
Feature selection methods are used to select interactive and efficient features from 
all extracted features. Because of the feature vector high dimensionality, PCA and 
MSFFS were used to reduce the ratio of the feature vector. Confusion matrix and 
statistical parameters show that using the combination of size, shape, color, and 
texture features from RGB, HSL, and CIE L*a*b* color space and applying DT to 
classify almond products is useful and successful. The classification accuracies of 
the three strategies are compared, and it was found that DT with MSFFS has an 
overall 97.13% efficiency across the considered almond kernel variety (NP, MI, 
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CR, and CL). This approach extends to a real-time range and sorting machines. 
Work is currently underway in this direction. 
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Nomenclatures 

a*
component a* component of CIEL*a*b* color space 

b*
component b* component of CIEL*a*b* color space 

Bcomponent The blue component of RGB color space 
C Chrominance or Chroma 
Cb Chrominance of blue component 
Cr Chrominance of red component 
Gcomponent The green component of RGB color space 
Hcomponent Hue component of HSL color space 
Ho Hue angle  
L Luma 
Lcomponent Lightness component of HSL color space 
L*component L* component of CIEL*a*b* color space 
Rcomponent The red component of RGB color space 
Scomponent Saturation component of HSL color space 

Greek Symbols 
∆𝐸𝐸𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐

∗  Distance metric of a* color 
∆𝐸𝐸𝑏𝑏𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐

∗  Distance metric of b* color 
∆𝐸𝐸𝑅𝑅 Distance metric of blue color 
∆𝐸𝐸𝑅𝑅 Distance metric of green color 
∆𝐸𝐸𝐻𝐻 Distance metric of hue color 
∆𝐸𝐸𝐻𝐻𝐻𝐻𝐿𝐿 Distance metric of HSL color space 
∆𝐸𝐸𝐿𝐿 Distance metric of lightness color 
∆𝐸𝐸𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑛𝑛𝑐𝑐

∗  Distance metric of L* color 
∆𝐸𝐸𝐿𝐿∗𝑚𝑚∗𝑏𝑏∗ Distance metric of CIEL*a*b* color space 
∆𝐸𝐸𝑅𝑅 Distance metric of red color 
∆𝐸𝐸𝑅𝑅𝑅𝑅𝑅𝑅 Distance metric of RGB color space 
∆𝐸𝐸𝐻𝐻 Distance metric of saturation color 
𝜎𝜎2 Variance 
𝜎𝜎 Standard Deviation 
𝜇𝜇 Mean 
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