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Abstract 

Nowadays, with the increasing availability of online text documents, it becomes 

an important task for an organization to automatically classify the document. In 

Text Classification (TC), Support Vector Machine is the commonly used 

machine-learning algorithm. Performance of SVM highly depends on parameter 

tuning using metaheuristic algorithm for text classification. To integrate dynamic 

searching to parameter setting for SVM is a big issue that produced great 

influence in the classification accuracy. In order to improve the generalization 

and learning capability of SVM, this paper presents a new approach known as 

RSS-SVM, which is used to optimize kernel function and penalty parameters 

through the Ringed Seal Search algorithm. Experiments are conducted on three 

text datasets named: Reuter21578, 20 newsgroup and TDT2 with a different 

number of classes, which shows that proposed RSS-SVM present significant 

results having 79.22% accuracy, 70.79% recall, 58% precision and 54.71% f-

measure among the previous GA-SVM and CS-SVM algorithms. 

Keywords: Metaheuristic, Parameter optimisation, Ringed seal search, Support 

vector machine, Text classification. 
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1.  Introduction 

Text data are increasing rapidly. Consequently, classification is a challenging task in 

typical text documents because of the ever-increasing amount of electronic 

documents, web resources and digital libraries [1]. A lot of struggle has been done in 

this area, however, it remains an open issue. That is why, text classification becomes 

important to label documents into predefined classes [2, 3]. Text classification is one 

of these fields in which, researchers are working to improve classification accuracy 

because text data are very high dimensional data. Classifying high dimensional data 

and improve its accuracy is an important scientific problem. Ageev et al. [4] 

explained that in these days, the best text classification systems use the machine 

learning approach, which produced better precision, recall and f-measure. The 

support vector machine is a better technique compared to other machine learning 

techniques. SVM is used to apply in various problem domain such as bioinformatics 

[5, 6], sentiment analysis [7], online handwritten recognition [8], text classification 

[4, 9-11]. A big challenge in adopting SVM for practical real-world problems relies 

on parameter selection. Multiple SVMs with different parameters (C, gamma) have 

to be computed in order to produce better classification performance. Therefore, 

various studies have been shown that the kernel parameter and penalty factor affect 

the accuracy of SVM in the classification task very seriously. When the values of the 

penalty factor and kernel function parameter are selected appropriately, the 

classification accuracy of SVM can be improved. 

Based on studies by Gaspar et al. [12], optimisation can be used to get the 

general power of kernel function. Many kernel functions are used to tune the SVM 

parameter for text classification in which, Gaussian RBF kernel is best to improve 

the performance of optimisation techniques. Many metaheuristic techniques, which 

plays an important role in various domains optimisation problem. These 

metaheuristic techniques copy natural phenomena from millions of year [5, 13]. 

The advantage of metaheuristic techniques is that it maintains good performance 

with dynamic changes. The most commonly known metaheuristic techniques used 

in data mining are Genetic algorithm (GA) [5], Cuckoo Search (CS) [14], Particle 

Swarm Optimisation (PSO) [13]. GA is perceived as one of the important 

approaches using operators enthused by natural selection and genetic variation [5].  

According to Eberhart and Kennedy [15], another optimisation technique is 

PSO is proposed by Aghdam and Heidar [16], in which, stimulated by the fish and 

bird swarm intelligence. Further, brood intelligent behaviour of some cuckoo 

species inspires Cuckoo Swarm [17]. A cuckoo lays its eggs in other cuckoos’ 

nests. These search algorithms have been used to optimize the parameter of a 

support vector machine to improve performance. 

This paper examines the effect of different parameters of SVM on a text 

classification performance. GA-SVM can automatically select parameters to 

produce an optimal gene subset. Due to premature convergence for high 

dimensional complex problems, original Cuckoo Swarm (CS) optimisation falls 

into local optimum. CS, PSO, and GA are dominating global optimisation 

algorithms used in science and technology applications. To find new solutions, they 

have some limitations to maintain the balance between exploration and exploitation 

[17]. CS-SVM cannot provide a strong mechanism for optimal balance between 

exploration and exploitation that is why it cannot set the parameter strongly. Ringed 

Seal Search algorithm is metaheuristic with two search states (Brownian & Levy) 
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that alternate randomly due to noise and provide a balance between exploitation 

and exploration of the search, and therefore, the probability to get local optima 

easily is very low. Furthermore, the parameter used in RSS is comparatively less 

than GA, PSO and CS. 

This research describes an algorithm to find a strong mechanism to optimal 

parameters, which balance exploitation and exploration. RSS is able to select   and 

C parameters of SVM properly. RSS-SVM showed a significant impact of 

optimizes parameter for SVM with RSS and provide better accuracy in text 

classification. The proposed algorithm estimates the bounds for searching optimal 

parameters. The range for searching the parameters depends on a number of 

positive examples. They used Reuters-21578, 20 newsgroup and TDT2 document 

collection that is specially developed for text categorisation researches. The 

proposed model shows substantial performance improvement on a more complex 

task, such as text categorisation for large systems of categories. The rest of the 

article is organized as follows. In Section 2, the Ringed Seal Search algorithm is 

presented. In Section 3, the proposed RSS-SVM is illustrated. Furthermore, the 

performance of the classifier is discussed in detail. Section 4 describes the 

experimental setup in the conclusion. Result and discussion are illustrated in 

Section 5 and conclusion is described in Section 6. 

2.  Ringed Seal Search (RSS) Algorithm  

RSS is a metaheuristic technique that is proposed to solve global optimisation 

problems. RSS technique is based on the seal pups’ behaviour for finding the best 

lair to escape predators. This model divides the search into two states such as 

normal state and urgent state. Pups do intensive and extensive search under normal 

state and urgent state respectively [18]. Every time, a seal pup finds good quality 

lair and move in it.  

If the current state of the search space ρ is ω where ω = 1 (ω represents the 

external noise), then ∂ is informed that Ω contains β, which is a predator emitting 

a noise ω during movement. Given E event in Ω, a state (Ω, ρ) is called urgent state, 

if Ω includes β and ∂ members of the event at the search space that contains the 

noise ω. Let A be an event where (Ω, β, ∂, ρ) is the search space. If the current state 

of the search space ρ is ω where ω = 0, then ∂ is not informed that Ω, contains β, 

then (Ω, ρ) is considered as a normal state. For urgent state ∂ performs a Levy walk 

and for normal state ∂ performs a Brownian walk. The next section will discuss the 

proposed RSS-SVM.  

3.  Proposed RSS-SVM Algorithm 

This paper proposed a novel Ringed Seal Search based Support Vector Machine 

(RSS-SVM) for the text classification. The RSS is a metaheuristic technique that is 

used to optimise the kernel function and penalty parameter of the support vector 

machine to improve the performance of existing GA-SVM and CS-SVM 

algorithms. In this paper, One Versus All (OVA) approach is used. One of the main 

challenges to optimised SVMs is the parameter selection for the classification task. 

It is a common procedure to get better classification results by optimizing SVMs 

using nature-inspired metaheuristic search algorithms. Following is the brief 
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description for the SVM classifier.  The training set of SVM has inputs such as 

)).....({( ,, iiii yxyxT   where 2Rxi  and  1,1iy .  

The main objective is to optimise the SVM and to find a hyperplane that 

accurately classifies the training dataset into two categories. The SVM 

classification problem is constructed as follows: 
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where C > 0 is the penalty parameter of the error term
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. In Eq. (1), w and b 

are the normal vector and the offset of the separating hyperplane, respectively. 

Following is the translation of Eq. (2) to the Lagrange dual problem. 
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From Eq. (2), the Lagrange multipliers ),0( Ci are obtained, and the 

classification decision function )(x  is then constructed as in Eq. (3).  
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Generally, the kernel function is defined as       xxxxK ii  .,  . There 

are many kernel functions used by SVM for the classification task. The most used 

kernel function is the Gaussian RBF kernel function. With RBF, classification of 

SVM performance is better as compared with the other kernel functions. Therefore, 

this paper selects the Gaussian RBF kernel function is as follow: 

   2

exp, jiii xxyxk                   (4) 

where within Gaussian RBF kernel function in Eq. (4),  is the kernel parameter. 

Normally, the kernel parameter  and the penalty parameter C is referring to the 

SVM parameters with the Gaussian RBF kernel function, which should be 

optimised by the user. Ringed Seal Search (RSS) is used to optimise of SVM 

parameters. The RSS is based on the search behaviour of seal pups to find best lair 

to escape predators. The sensitive search model inspired by seal movement is 

introduced by the proposed RSS algorithm. Every time seal pup moves in good 

quality lairs. These lairs provide protection from predators (e.g., bears) and also 

thermal protection against cold air temperatures and high wind chill. A seal could 

have a complex of lairs at a specific area. A series of events can be described during 

the search for new lair or the movement of the seal pup inside its multi-chambered 
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lair. By modifying a random value, the evolution is achieved. To find the best 

combinations of parameters in each iteration, the selected parameters are placed in 

a vector form and that vector is evolved the initial population for SVM parameters 

is represented by a matrix. 

Nature inspired RSS always starts with initial values to solving an optimisation 

problem. Optimisation processes consist of a vector of values ( .3,2,1, niLi  ) 

that represent the initial solution. The RSS algorithm always starts with an initial 

number of birthing lairs n, which consists of multi-chambered. Pups move into a 

search space for finding a new lair with better quality. To find better search space 

it is necessary to form an array from these initial values in the search space. The 

number of lairs in the RSS algorithm that represents the lairs for seal pup is defined 

as in Eqs. (5) and (6): 

niLi ,3,2,1,                    (5) 

Lairs are randomly distributed, and each lair i contains chambers m. For 

instance, an array of ][ miL   representing current existing lair i of a habitat for 

a lair i.  

 miL                    (6) 

The values are distributed between predefined lower bound bjL  and upper 

bound bjU  randomly and uniformly at the search space that is described in Eq. (7). 

    bbbi LsizerandULL .                 (7) 

niwhere ,,3,2,1   

where n indicates the number of the initialized lairs and i represents the number of 

the lair. In a specific search pattern, the seal moves from a lair to a new lair, which 

generates new solutions (new lairs) x t+1 for seal i, a new lair is found in Eq. (8): 

xaxx
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where   is the step size during normal or urgent states. 

levyx    where w = 1                 (9) 

where ω  represents a uniform discrete distribution shown in Eq. (9). In case of 

Levy walk, the random walk is characterized by a step size calculated from a 

probability distribution with an inverse power-law tail as shown in Eq. (10).   

 tuLevy ~                 (10) 

where 1< λ < 3 and t is the flight length. In the case where the value of λ ≥ 3, the 

distribution will not be in a heavy tail and the total sums of the lengths converge to 

a Gaussian distribution. 

Levy walk is described by an anomalous diffusion in which, the mean squared 

displacement increases linearly fast with time. Contrary to levy walk, Brownian 

walk is characterised with a normal diffusion in which, the mean squared 

displacement increases linearly. 
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Structure of Brownian walk search for a new chamber inside the multi-

chambered lair structure, as shown in Eq. (11). 

brownix   where w = 0              (11) 

The search is characterised by a step size described as in Eq. (12). 

 NdotdrandKS ,*                                                (12) 

where K is the standard deviation of the normal distribution is for diffusion rate 

coefficient is d, the dimensions of the problem and Ndots represents the number of 

particles of the Brownian in the search space. 

4.  Experimental Setup 

A series of experiments have been conducted to check the efficiency of RSS-SVM 

algorithm with three datasets obtained from UC Irvin machine learning repository: 

Reuter-21578 [11] and 20 newsgroup [19] and TDT2. For Reuter-21578 dataset, 15 

classes are selected. From 20 newsgroup dataset, 10 classes and for TDT2, 5 classes 

are selected. All datasets are single label datasets. Feature selection is used to select 

the best features for classification. In this paper, the Improved Relative 

Discriminative Criterion (IRDC) feature ranking technique is used [7]. Moreover, not 

all features play a positive role, and some might even contribute negatively to the 

classification process. It becomes important to select the best subset of features that 

improves the ability of the SVM to generalize the model. Thus, many SVM 

optimisation strategies focus on the process of Feature Selection (FS) [11, 20, 21]. 

Program for proposed RSS-SVM and existing algorithms are written in MATLAB 

software. These datasets are chosen on the basis of their popularity. Datasets are 

divided into two sections. 70% data is used for training and 30% is chosen for testing. 

The pseudo-code of the proposed RSS-SVM algorithm is presented in Fig. 1. 

 
Fig. 1. Pseudo-code of proposed RSS-SVM algorithm.  

 

Begin 
1. Initialised SVM parameter and structure 
2. Generate an initial number of birthing lairs 
3. ).......3,2,1(1 nfL   

4. While ( Stopping criterion) 
5. If noise = false 

6. Search in the proximity for a new lair by using a Brownian walk 
7. Else 
8. Expend the search for a way for a new layer by using levy walk 
9. End if 
10. Evaluate the fitness of each new lair and compare with previous 
11. If 

12. 
1,,  kbesttbest LL  

13. Choose the new lair 

14. 
kbestbest LL ,  

15. Else 
16. Go to 4 
17. End if 
18. Rank the solutions; 

19. Return the best lair 
20. The global best lair is fed to SVM classifier for training 
21. Training the SVM classifier  
22. End while  
23. End 
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Performance criteria 

Tang and Liu [22, 23] reported that in text classification, accuracy is not the only 

measuring criteria to evaluate the performance of a classification model, whereas 

precision, recall, and f-measure are also important. Precision is computed as in Eq. 

(13) and Recall is presented in Eq. (14). Accuracy and F-measure are shown in Eqs. 

(15) and (16).  

fptp

tp
precision


                (13) 

whereas tp denote the true positive rate and fp show the false positive rate in 

precision.   

fntp

tp
Recall


                (14) 

whereas, tp describe the true positive rate and fn denote the false negative rate in 

the recall.  

Accuracy is the ratio between the numbers of correctly classified objects over 

the total number of objects. Inaccuracy, true positive (tp), true negative (tn), false 

negative (fn) and false positive (fp) values are calculated as in Eq. (15): 

fntnfptp

tntp
Accuracy




                               (15) 

F-measure is the harmonic mean in which, precision and recall are combined, 

and the traditional f-measure is calculated as in Eq. (16): 

rp

rp
measureF




.
*2               (16) 

where, p denotes the precision and r show the recall in F-measure. 

5.  Result and Discussion 

To analysis the result, different experiments are conducted and the performance of 

RSS-SVM is compared with CS-SVM and GA-SVM. Different measuring criteria 

such as Accuracy, F-measure, Precision, and Recall are used to check the 

performance on three datasets: such as reuter21578, 20 newsgroup and TDT2. A 

different number of classes is used for testing the proposed model. The algorithm 

stops if there is no improvement in the objective function for 2000 seconds or the 

improvement is less than tol = 5e-4. 

5.1.  Result of reuter-21578 dataset 

These series of experiments are tested on different classes as 2-5, 8, 10, 12, and 15 that 

can be seen in Table 1. These experiments show that the performance of the proposed 

technique is better than previous techniques. For Reuter-21578, the accuracy of RSS-

SVM is better than GA-SVM and CS-SVM on 2-5, 8, 10, 12, and 15 classes. On the 

whole dataset, RSS-SVM produces significant result than previous techniques. RSS-

SVM produced 25.98% accuracy while GA-SVM generated 19.95% and CS-SVM 

presented 18.79% on text dataset. RSS-SVM shows better F-measure than GA-SVM 

https://en.wikipedia.org/wiki/Harmonic_mean
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and RS-SVM. In case of precision, RSS-SVM produced a better result for all classes 

except four and five classes. Precision for 10 classes only, RSS-SVM and GA-SVM 

produced an equal result. In the case of a recall, RSS-SVM produced significant result 

compare to existing GA-SVM and CS-SVM techniques. On the whole dataset, 

accuracy is good than previous techniques that are shown in Table 1 and Fig.2. 

Precision, recall and f-measure also checked that shown better performance for RSS-

SVM technique as compared to GA-SVM and CS-SVM algorithms. 

Table 1. Performance of the RSS-SVM among GA-SVM 

and CS-SVM for Reuters-21578 dataset. 

Classifiers 
Measure 

criteria 

No. of classes 

2 3 4 5 8 10 12 15 

GA-SVM 

Accuracy 0.58 0.4833 0.6923 0.6923 0.4706 0.4548 0.4789 0.1995 

F-measure 0.49 0.3983 0.6389 0.6389 0.0714 0.0429 0.0514 0.0267 

Precision 0.58 0.58 0.6541 0.6541 0.16 0.1093 0.1244 0.1055 

Recall 0.7717 0.6761 0.634 0.634 0.391 0.391 0.1226 0.0821 

CS-SVM 

Accuracy 0.1879 0.1879 0.1879 0.1879 0.2871 0.2579 0.4789 0.1879 

F-measure 0.0367 0.0397 0.0397 0.0367 0.0367 0.0327 0.0514 0.0267 

Precision 0.1055 0.1055 0.1097 0.2055 0.1095 0.1055 0.1204 0.1055 

Recall 0.0917 0.0917 0.271 0.271 0.371 0.371 0.1236 0.0817 

RSS-SVM 

Accuracy 0.6701 0.511 0.8077 0.8077 0.4706 0.4561 0.4789 0.2598 

F-measure 0.6297 0.4298 0.6641 0.6641 0.0714 0.0429 0.0514 0.0587 

Precision 0.6701 0.6 0.6429 0.6429 0.26 0.1093 0.1294 0.1197 

Recall 0.8012 0.6786 0.8958 0.8958 0.5609 0.5083 0.1549 0.0999 

 

 

 

Fig. 2. Convergence performance of the RSS-SVM among 

GA-SVM and CS-SVM algorithms for Reuter-21578. 
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5.2. Result of 20 newsgroup dataset 

The experiment is conducted on 20 newsgroup text dataset with a different number 

of classes, which shows that the proposed RSS-SVM technique provides a better 

result than existing GA-SVM and CS-SVM techniques. For 2-10 classes, RSS-

SVM technique provides better accuracy, however, only for three or four classes, 

it provides an equal result with GA-SVM. RSS-SVM produced 39.64%. 

Accuracy while GA-SVM showed 38.49% and CS-SVM produced 38.59%. 

RSS-SVM also produced better F-measure for all classes that are 12.35% while 

GA-SVM presented 08.87% and 08.01%. The result on 20 newsgroup is also 

evaluated for precision, all classes for RSS-SVM technique produced better result 

compare existing techniques except three classes.  

The precision of RSS-SVM produced 38.15% while GA-SVM showed 20.10% 

and CS-SVM presented 20.10%. For recall, the result for RSS-SVM is better than 

that of GA-SVM and CS-SVM techniques presented in Table 2 and Fig. 3. 

Table 2. Performances RSS-SVM result among 

GA-SVM and CS-SVM of the 20 newsgroup dataset. 

Classifiers 
Measure 

criteria 

No. of classes 

2 3 4 5 6 7 8 9 10 
GA-SVM Accuracy 0.5714 0.4793 0.3957 0.4176 0.406 0.3967 0.3967 0.393 0.3849 

F-measure 0.4987 0.3592 0.1361 0.1755 0.1601 0.1472 0.0984 0.0928 0.0887 

Precision 0.5909 0.55 0.3002 0.3576 0.3588 0.3588 0.25 0.215 0.215 

Recall 0.7632 0.6833 0.0855 0.4028 0.3918 0.3702 0.31 0.2661 0.2799 

CS-SVM Accuracy 0.4793 0.5714 0.3957 0.4176 0.419 0.3967 0.3967 0.393 0.3859 

F-measure 0.3592 0.4987 0.1352 0.1755 0.1655 0.1401 0.0984 0.0928 0.0801 

Precision 0.55 0.5909 0.3333 0.3667 0.3575 0.3333 0.25 0.201 0.201 

Recall 0.6833 0.7632 0.0855 0.4028 0.3918 0.3702 0.31 0.2661 0.2799 

RSS-SVM Accuracy 0.7143 0.4793 0.3957 0.4201 0.517 0.4014 0.4014 0.4149 0.3964 

F-measure 0.6971 0.3592 0.1361 0.1755 0.1691 0.1522 0.1381 0.1301 0.1235 

Precision 0.7273 0.55 0.3333 0.3767 0.3767 0.3751 0.3806 0.3815 0.3815 

Recall 0.8125 0.6833 0.0855 0.4028 0.3918 0.3831 0.3772 0.3721 0.3681 
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Fig. 3. Convergence performance of RSS-SVM algorithm 

against GA-SVM and CS-SVM on 20 newsgroup dataset. 

5.3. Result of TDT2 dataset 

Experiments are conducted on RSS-SVM optimisation technique and performance 

is checked against GA-SVM and CS-SVM techniques. These experiments are 

conducted on a different number of classes such as 2-5. RSS-SVM is evaluated on 

different measures in which, accuracy, F-measure, Precision and Recall are 

included that can be seen in Table 3 and Fig.4. For 2-5 classes, RSS-SVM technique 

is checked, which produced better accuracy against existing GA-SVM and CS-

SVM techniques. RSS-SVM produced 81.22% accuracy while GA-SVM produced 

78.94% and CS-SVM presented 53.68% accuracy. 

In the case of F-measure, RSS-SVM showed the significant result as 55.71% 

and GA-SVM produced 54.38% and CS-SVM showed 31.08%. RSS-SVM also 

provided better precision for all 2,3,4,5 classes. For all classes, RSS-SVM 

showed 59.21% precision while GA-SVM produced 57.6% and 39% precision 

for CS-SVM. Result of RSS-SVM is also measured for recall that presented 

72.97%% result while GA-SVM showed 70.60% and CS-SVM produced 

33.20%. The overall result of RSS-SVM produced a better performance against 

GA-SVM and CS-SVM techniques. 

Table 3. Performance of RSS-SVM among 

GA-SVM and CS-SVM on TDT2 dataset. 

Classifiers Measure criteria No. of classes 

2 3 4 5 

GA-SVM Accuracy 0.6378 0.5984 0.6794 0.7894 

F-measure 0.5396 0.4015 0.4498 0.5438 

Precision 0.5400 0.4800 0.4900 0.5760 

Recall 0.5401 0.4489 0.5118 0.7060 

CS-SVM Accuracy 0.6379 0.7282 0.6837 0.5368 

F-measure 0.5371 0.3894 0.4538 0.3108 

Precision 0.5400 0.4667 0.4950 0.3900 

Recall 0.5438 0.4479 0.5192 0.3320 

RSS-SVM Accuracy 0.6808 0.6038 0.6893 0.8122 

F-measure 0.5857 0.4053 0.4582 0.5571 

Precision 0.5867 0.4867 0.5000 0.5921 

Recall 0.5969 0.4517 0.5406 0.7297 
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Fig. 4. Performance of the RSS-SVM among 

GA-SVM and CS-SVM on TDT2 dataset. 

6.  Conclusion 

SVM is used to apply for various classification problems in a different domain, 

bioinformatics, sentiment analysis, online handwritten recognition and text 

classification. Text classification is one of these fields in which, researchers are 

working to improve classification accuracy. From the literature study, it showed 

that search algorithms affect the performance of SVM for optimisation problem in 

text classification. Therefore, this research proposed a new algorithm RSS-SVM 

that is used to optimise the parameters of SVM for better text classification 

accuracy. Three different datasets named as Reuter21578, 20 newsgroup and TDT2 

are used to check the performance of the proposed model. From the simulation 

result, it showed that proposed RSS-SVM outperforms than existing algorithms in 

term of Accuracy, F-measure, Precision, and Recall. From experimental result for 

different classes of these three datasets, it showed that the proposed model has 

significant performance in term accuracy, F-measure, precision and recall. 

 

Nomenclatures 
 

C Penalty parameter 
 

Greek Symbols 

β Predator  

∂ Seal pup 
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Abbreviations 

IRDC Improved Relative Discriminative Criterion 

NRDC Normalized Relative Discriminative Criterion 

RDC Relative Discriminative Criterion 

RSS Ringed Seal Search Algorithm 
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