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Abstract 

This study examines the application of pre-trained machine learning models on 
serverless cloud computing platforms, specifically comparing three serverless 
services offered by Google Cloud Platform: Cloud Run, Cloud Functions, and 
Vertex AI. The research aims to evaluate and compare the performance and cost-
effectiveness of these services for deploying machine learning models. The 
methodology involves using a pre-trained model, implementing it on each 
platform, and measuring key performance indicators such as CPU utilization, 
memory utilization, latency, and cost. Testing was conducted using Apache 
JMeter to simulate HTTP requests to the endpoints. The results show that all three 
services successfully implemented machine learning models with relatively low 
CPU and memory usage (less than 1% and 1.5%, respectively). However, Vertex 
AI exhibited much higher latency (17.32 ms) compared to Cloud Run (2.69 ms) 
and Cloud Functions (3.33 ms). In terms of cost, Vertex AI is significantly more 
expensive than the other two services. Thus, while all three services are capable 
of implementing pre-trained machine learning models effectively, each platform 
has distinct characteristics suited to different use cases. Cloud Run is ideal for 
containerized applications, Cloud Functions for simple tasks triggered by specific 
conditions, and Vertex AI for complex AI and machine learning workloads 
despite its higher latency and costs. 
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1. Introduction 
Machine learning (ML), a subset of Artificial Intelligence (AI), is increasingly 
utilized across various applications due to its reliability in identifying and analysing 
data patterns applicable to numerous fields. One significant challenge in leveraging 
ML models is the implementation process, which has evolved with advancements 
in technology. Initially, ML was typically implemented on local servers; however, 
this trend has shifted with the advent of cloud technology [1-3]. Cloud technology 
offers scalability, flexibility, and cost efficiency that are difficult to achieve with 
local server implementations. Currently, there are two cloud implementation 
models: server-based and serverless. The server-based model, similar to local 
server implementation, faces challenges related to configuration complexity and 
infrastructure management, given the high computing resources required by ML 
[4]. To address these challenges, the serverless model was developed. 

Several studies indicate that the serverless model simplifies the complexity of 
server-based implementations [5, 6]. Additionally, the serverless model enhances 
efficiency during high-demand periods and reduces costs during low-demand 
periods [7, 8]. The implementation of serverless models for ML has been widely 
researched to explore their advantages and challenges. For instance, adopting a 
serverless model can reduce operational costs by up to 40% in uncertain usage 
scenarios [9]. It also simplifies application management by eliminating the need for 
server management, although challenges such as execution duration limitations and 
debugging complexity remain [10, 11]. Other studies have noted performance 
constraints in serverless models for tasks requiring intensive computing [12-14]. 
As the serverless model evolves, the number of services available for its 
implementation increases. Google Cloud Platform (GCP), one of the largest cloud 
platforms, offers three serverless services suitable for ML implementation: Cloud 
Run, Cloud Functions [15-17], and Vertex AI, a service focused on AI development 
and also classified as serverless. 

With the growing number of services, users must carefully choose the 
appropriate serverless service for their ML implementations. Currently, there is no 
research comparing the best serverless services for ML implementation. This study 
aims to fill this research gap by comparing the serverless services offered by GCP 
for ML implementation. The contribution of this research is to provide insights into 
selecting the most suitable serverless service from GCP, as service selection often 
depends on specific project needs, the scale of operation, and overall system 
architecture considerations. 

2. Methods 
This study does not require a high-specification computer since the computing is 
done on the cloud. The primary requirement for the computer used is a browser and 
a good Internet connection to access Google Cloud Platform (GCP). Apache JMeter 
(v5.6.3) is used to test the request endpoints of the machine learning models 
implemented on each serverless service on GCP. For implementing machine 
learning models, API files are needed to handle HTTP requests and responses, 
along with dependencies such as Flask (v2.3.2), Gunicorn (v21.0.0), scikit-learn 
(v1.3.0), and functions-framework (v3.*). The pre-trained machine learning model 
developed locally using the Decision Tree algorithm in Scikit-learn v1.3.0, 
achieved a prediction accuracy rate of 98.41%. The model includes training code 
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and outputs in .joblib format. The API for handling HTTP requests and responses 
uses Python 3.11. 

The implementation design diagram for all serverless services used in this study 
is shown in Fig. 1. 

 
Fig. 1. Cloud run implementation architecture. 

• The Cloud Run: Utilizes containers for deployment, requiring a Dockerfile but 
not deployment.yaml or service.yaml as in Kubernetes Engine. Once deployed, 
the application endpoint appears without needing to be exposed first. 

• Cloud Functions: Differs slightly from Cloud Run by not using the Docker 
engine. It utilizes functions in the API file to handle requests and responses. 
Additional dependencies include functions-framework (v.3), with the API file 
named main.py. An endpoint is triggered by an HTTP request. 

• Vertex AI: Utilizes the Model Registry to register and deploy the model using 
the Vertex AI endpoint. The model, API, and dependencies are input files, with 
the model file named appropriately according to the training framework format. 

The resource specifications for each service are balanced to minimize bias 
during measurement, as shown in Table 1. 

Table 1. Serverless services. 

System Configuration Serverless Services 
Cloud Run Cloud Function Vertex AI 

Instance Type - - e2-standard-4 
Number of vCPU 4 4 4 
Memory 16 GB 16 GB 16 GB 

The specifications of each serverless service are designed to ensure consistent 
performance measurements and an accurate assessment of service performance. 
Data collection involved testing the endpoints with JMeter for 10 sets, each making 
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10 requests over 30 minutes, totalling 100 requests. Performance parameters such 
as CPU utilization, memory utilization, and latency were monitored using Cloud 
Monitoring. CPU and memory utilization indicate service quality [18, 19], while 
cost calculations assess the economic efficiency of each service [20, 21]. 

3. Results and Discussion 
This research has successfully implemented three serverless cloud services for 
machine learning. The machine learning model functions well on all serverless cloud 
services tested. For cost parameters, the exchange rate used when the calculation was 
carried out was IDR 16,209.99. To make it easier to understand, price data for the 
costs of using serverless cloud services is presented in rupiah. The measurement 
results for CPU and memory utilization parameters can be seen in Fig. 2. 

 
Fig. 2. Measurement results of CPU and memory utilization parameters. 

From the measurement results illustrated in Fig. 2, the highest utilization 
reached 0.061%, while the lowest utilization was 0.044%. In Fig. 2 it can also be 
seen that there were fluctuating values during the test from the 4th to the 11th 
minute with a value range of 0.044% to 0.061%. However, these results can be said 
to be stable because the difference between the maximum and minimum values is 
0.017% so it can be said to be insignificant. What causes fluctuations in the graph 
is caused by the use or switching of servers for internal tasks of the service 
infrastructure provider.  

The measurement results for the Cloud Function service can also be seen in Fig. 
2. The results for the Cloud Function also produce fluctuating values during testing 
over the time range used. However, the graph can be said to be stable because the 
difference between the maximum and minimum values is still very small and 
therefore not significant. Fluctuations occur for the same reason as the Cloud 
Function service, namely due to server switching in the internal tasks of the service 
infrastructure provider.  

For the Vertex AI service, The measurement results can also be seen in Fig. 2. 
The CPU utilization and memory utilization parameters are very stable when 
compared to the other two services. However, for the latency parameter, the Vertex 
AI service has the worst score compared to the other two services. Complete latency 
measurement results can be seen in Fig. 3. 
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Fig. 3. Complete latency measurement results. 

To see the big picture of the three services tested, the average results of the 
technical performance tests along with the prices charged by the service providers 
are presented in Table 2. 

Table 2. Summary of Service Performance 

Parameter Services 
Cloud Run Cloud Functions Vertex AI 

CPU Utilization 0.05% 0.08% 0.10% 
Memory 
Utilization 0.91% 1.37% 0.94% 

Latency 2.69 ms 3.33 ms 17.32 ms 
Pricing Rp 6.493 Rp 6.493 Rp 2.559.270 

From the average results of the measurements carried out, the result was that 
the CPU utilization parameters were all less than 1%. This shows that to serve the 
needs of the machine learning model implemented on this serverless system does 
not require high computing resources. This is because the machine learning model 
implemented is already a pre-trained model. This is in line with previous research 
which shows that pre-trained machine learning models can reduce the need for 
computing resources [22-24].  

The memory utilization parameter is measured because of its crucial position 
for effective resource allocation [25]. Apart from that, these parameters are also 
useful for predicting load requirements which have a linear impact on predicting 
service costs [26]. The measurement results show that all memory utilization is still 
in the low category with insignificant differences. Therefore, the three serverless 
service models are reliable in terms of CPU and memory performance.  

In terms of latency, Vertex AI recorded the worst time compared to the other two 
serverless services. This is because the processes that occur in Vertex AI require real-
time AI processing so that the latency in Vertex AI is greater than in other serverless 
services [27]. Apart from that, if viewed from the infrastructure side, Vertex AI 
causes higher latency because Vertex AI abstracts some low-level details [28]. For 
price parameters, Vertex AI is far superior to both Cloud Run and Cloud Function. 
This is in accordance with one of the goals of developing Vertex AI. 
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This research certainly has limitations, firstly, the amount of sample data for 
latency parameters does not represent service performance because the 
measurement results only produce little data compared to other parameters. Second, 
it would be better if the time and number of test requests can be increased to 
produce more data samples. Third, this research only uses one monitoring tool, so 
there is no comparison of the measurement results, so it has the potential to cause 
errors during measurement. 

4. Conclusion 
The selection of cloud-based serverless services is crucial for machine learning 
applications that demand high computing resources. This research successfully 
implemented machine learning on three serverless cloud services, with minimal 
performance differences except for latency.  

Each service has distinct characteristics: Vertex AI is ideal for AI and machine 
learning applications, Cloud Run is suited for containerized applications requiring 
complex or large data processing, and Cloud Functions is best for real-time, simple 
data processing and event-driven applications, offering integration with various 
cloud services and third parties.  

Given the growing number of serverless cloud services capable of supporting 
machine learning, future research should broaden the range of services compared 
and include other platform providers. 
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