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Abstract 

As enrolment in higher education increases year by year, there is a serious 

imbalance between the number of faculty and the number of students, and 

teachers are unable to attend to the learning of all students while ensuring the 

quality of instruction. In this paper, we study the learning of students aged 18 to 

23 and propose an intelligent education system based on face recognition. The 

system is based on improved MTCNN and FaceNet models, and the experimental 

results show that the system achieves 98% accuracy in face recognition and 92% 

accuracy in student emotion recognition. The proposed method can effectively 

improve the efficiency of classroom check-in, monitor the teaching process, and 

manage the teaching effect. 

Keywords: Deep learning, Education quality, Educational environment, Face 

recognition, Feature recognition, Smart classroom. 
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1.  Introduction 

With the development of artificial intelligence (AI), the application of AI in various 

fields is getting deeper day by day. Face recognition, as an important research 

direction of AI, has started to be widely used in various fields, such as phone 

unlocking, security, robotics, education, and so on [1]. In recent years, China has 

seen a large growth in both economy and education, with the number of students 

enrolled in college entrance exams increasing year by year (as shown in Fig. 1) and 

the number of students in school classrooms increasing. Therefore, teachers are 

unable to attend to the learning of all students while ensuring the quality of 

instruction [2]. 

Translated with www.DeepL.com/Translator (free version) 

 

Fig. 1. The number of China high school entrance exam admissions. 

AI is a machine-based technology. It can make predictions, diagnoses, 

suggestions, and decisions. AI has gained importance in education in recent years 

because of its potential to support learning in different contexts [3]. Artificial 

intelligence in education (AIEd) has shown technological advances, theoretical 

innovations, and successful pedagogical effects [4]. AI can provide specialized 

support to improve knowledge gap awareness and enable instructors to teach 

effectively through personalized and adaptive instruction [5]. AI also provides 

algorithm-based decision-making that enables effective real-time assessment of 

complex skills and knowledge [6]. In addition, AIEd can analyse classroom status 

and student attention, which helps to identify at-risk students in a real-time mode, 

allowing for timely intervention [7]. 

In recent years, face check-in technology has become more and more popular 

in various industries because of its convenience and not require manual check-in. 

Therefore, applying face check-in technology to the education field to assist 

teachers in educating students and combining education management and artificial 

intelligence in both directions can help improve classroom quality, assist parents 

and schools in monitoring the quality of students' education in real-time, and escort 

students to class [8]. 

Therefore, applying AI technology to teaching and learning activities in higher 

education can help teachers improve attendance in the classroom and check the 
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learning status of students. By analysing this collected data, teachers can get a more 

comprehensive picture of their teaching effectiveness. 

In this paper, we propose a new solution for the next stage of smart classroom 

creation based on face recognition technology. In the smart classroom, AI 

technologies such as face detection, face recognition, and emotion recognition are 

applied to higher education teaching to achieve sensorless check-in and 

continuously monitor students' learning attention in the smart classroom. 

2. Methodology 

In this section, we propose a three-stage approach for classroom attendance as well 

as classroom status analysis as the method of this study, including MTCNN face 

detection, FaceNet face recognition, and convolutional neural network emotion 

recognition. The diagram of the organization structure is shown in Fig. 2. 

 

Fig. 2. The diagram of organization structure. 

Phase 1: MTCNN face detection  

In the face detection section, the system uses the MTCNN algorithm for face 

detection because of the high accuracy and speed required for multi-person face 

recognition [10]. The MTCNN algorithm proposes a deep cascade multitasking 

framework that exploits the intrinsic correlation between face detection and 

alignment to improve performance [11]. The model employs three deep 

convolutional neural networks to predict the coordinates of the face and feature 

points by using a coarse-to-fine approach. These three cascaded networks are the 

Proposal Network (P-Net) for fast candidate window generation, the Refinement 

Network (R-Net) for high-precision candidate window filtering selection, and the 

Output Network (O-Net) for generating the final wraparound box with key points 

of the face [12]. People widely use the MTCNN algorithm in face detection because 

it has high accuracy and fast detection speed. 

In smart classrooms, the distance between people and cameras is usually not 

equal, and the size of faces on the cameras is different. If it does not change the 

images, it will cause some smaller faces in the images not to be detected. Therefore, 

before using the MTCNN algorithm for face detection, an image pyramid is 

generated to resize the pictures. MTCNN will set a scaling parameter factor for 

each scaling and perform a power operation with the factor and the number of 
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images. Therefore, before using the MTCNN algorithm for face detection, a picture 

pyramid is generated to resize the pictures. MTCNN will set a scaling parameter 

factor for each scaling, perform a power operation with the factor and the number 

of images to be scaled, and set the minimum size of the detected faces and the 

minimum scaling size of the images to prevent the features from overlapping and 

not being computed because the images are too small, as shown in Eq. (1). 

𝑛𝑒𝑥𝑡𝑆𝑖𝑧𝑒 =  𝑜𝑟𝑖𝑔𝑖𝑛𝑠𝑖𝑧𝑒 ×  (
12

𝑚𝑖𝑛𝑠𝑖𝑧𝑒
)  ×  𝑓𝑎𝑐𝑡𝑜𝑟𝑛 , 𝑛 =  {1,2,3,4, . . . , 𝑛}         (1) 

In which, 𝑜𝑟𝑖𝑔𝑖𝑛𝑠𝑖𝑧𝑒 is the image size before scaling, the factor is the scaling 

ratio, default is 0.79, n is the image to be scaled, 𝑚𝑖𝑛𝑠𝑖𝑧𝑒 is the minimum size of 

the detected face, default is 20, smaller 𝑚𝑖𝑛𝑠𝑖𝑧𝑒  means more comparisons are 

needed and longer time, considering the time requirement of the system and this 

paper is based on classroom scene, therefore, this system is based on The system 

optimizes 𝑚𝑖𝑛𝑠𝑖𝑧𝑒 and initializes 𝑚𝑖𝑛𝑠𝑖𝑧𝑒 according to the classroom scene, as 

shown in Fig. 3. The size of the face is calculated according to the coordinates, and 

the size is used as 𝑚𝑖𝑛𝑠𝑖𝑧𝑒. 

 

Fig. 3. The diagram of scene. 

The next step is to feed the data into P-Net, which is a fully convolutional neural 

network that contains five convolutional layers, and a pooling layer (Pool), and 

each stage uses the PRELU activation function. P-Net is performed in two steps. 

Conv-1 is used to perform face classification and get the probability value of being 

a face, while Conv-2 is used to perform face border localization and use border 

regression with non-maximal suppression for face border filtering after getting face 

borders. The results derived from the R-Net stage are fed into O-Net for edge 

correction and key point localization. O-Net adds one more convolutional layer on 

top of R-Net to finally input the key point information of the face and the 

recognized face. 

Since the scene of this system is based in a classroom, to ensure the accuracy 

of the system under influencing factors such as low head, light, and occlusion, the 

scene selected for the dataset of this system in the face detection stage is a randomly 

shot video of college students in class, with each class shot for the 30s and video 

subframe, totalling 18,000 photos. 

Phase 2: FaceNet face recognition  

In the face recognition stage, this system uses FaceNet for face recognition, to 

ensure the accuracy rate and reduce the training time, the system uses the LFW 
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dataset to pre-train the algorithm before using its dataset and uses the pre-trained 

model, which is loaded into its dataset for retraining [13]. The test data is based on 

the set of face images obtained from the face detection phase, as shown in Fig. 3. 

The first convolutional layer of this network, with 3 pads and 64 features, has a 7×7 

step size of 2. The output features are 112×112×64 and then ReLU, followed by 

pooling 3×3 kernels using maximum pooling with a step size of 2. After the pooling 

layer finishes sampling, the data is normalized and fed into the Inception layer, as 

shown in Fig. 4. Inception uses 1×1, 3×3, and 5×5 convolutional kernels built in 

parallel and pooled using the 3×3 pooling layer, which greatly simplifies the 

computational work. 

 

Fig. 4. The diagram of inception. 

After the computation is completed, the normalization is performed with L2, 

which is f(x)2=1, to map all image features to a hypersphere; then an embedding 

layer (embedding function) is accessed, and the embedding process can be 

expressed as a function 𝑓(𝑥) ∈ 𝑅𝑑 , the image x is mapped to a dimensional d 

Euclidean space by the function f. Finally, triple loss is used as the loss function to 

optimize the features, and the objective function to be optimized is given in Eq. (2), 

with a being the difference between the two class spacings. The function 

optimization is performed using mini-batch gradient descent to update the weights 

of FaceNet in reverse until the error converges. 

𝐿 =  ∑ [‖𝑓(𝑥𝑖
𝑎)  −  𝑓(𝑥𝑖

𝑝
)‖

2

2
 −  ‖𝑓(𝑥𝑖

𝑎)  −  𝑓(𝑥𝑖
𝑛)‖2

2  +  𝑎]𝑁
𝑖                             (2) 

The dataset of the model pre-training phase used in the face recognition phase 

is the LFW dataset, which is used to pre-train the model to improve the accuracy; 

the dataset of the model training phase is about 54,000 face information obtained 

by cropping the faces detected in the face detection phase, of which the training set 

is about 43,200 images, and the validation set, and test set are about 10,800 images. 

Phase 3: Convolutional neural network emotion recognition.  

The dataset is the face dataset got from the first phase based on face detection. The 

system uses the CNN algorithm to analyse the students' emotions, and the algorithm 

is experimentally validated to ensure that it can be used for real-time emotion 

recognition in the system [14]. The convolutional neural network designed for the 

system consists of 2 convolutional layers, 2 pooling layers, and 2 fully connected 

layers, as shown in Fig. 5. 
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The face image detected by MTCNN is greyed out and cropped into 48×48×1 

and input into Conv1, which has 3×3 convolutional kernels with 16 kernels and a 

step size of 1. The padding is 0, and the activation function is ReLU, the next step 

is input into the maximization pooling layer, which has 2×2 convolutional kernels 

with a step size of 2. The next step is input into the maximization pooling layer, 

where the size of the convolutional kernel is 2×2, the step size is 2, and the padding 

is processed in the same way as the convolutional layer. 

 

Fig. 5. The diagram of CNN. 

After the first layer of feature extraction, it is sent to the second step for further 

feature extraction. The size of the convolutional kernel in the convolutional layer 

is 3×3, and the number of convolutional kernels becomes 32 to facilitate the 

extraction of more detailed features, and padding is added to 0. The size of the 

convolutional kernel in the pooling layer is 2×2, and the step size is set to 2. 

After two layers of feature extraction, there are two full-connected layers. The 

first full-connected layer contains 2048 nodes and is partitioned according to 

batch_size; the second full-connected layer contains 512 nodes. 

Finally, the regression classification is performed using softmax and the nodes 

are changed to 7 in this layer, i.e., the category of classification. softmax is 

specifically calculated in Eq. (3). 

𝐿 =  
1

𝐵
∑  − 𝑖 𝑙𝑜𝑔 (

𝑓𝑥𝑗− 𝑚𝑎𝑥(𝑓𝑥)

∑ 𝑓𝑥𝑗− 𝑚𝑎𝑥(𝑓𝑥)𝑁
) +  𝜆𝑊                                                           (3) 

In loss optimization, the batch gradient descent method was used, the learning 

rate was set to 0.0001, and each batch sample was set to 32. 
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3. Results and Discussion 

In the face detection stage, the system uses the MTCNN deep learning algorithm, 

and the algorithm is optimized and adjusted for the classroom scene with 

insufficient light, long distances, and filling-in occlusion. 18,000 images were input 

into the algorithm model for deep learning, and after testing, the number of faces 

recognized in each video was recognizable except for students with their heads 

down. As shown in Fig. 6, the number of faces recognized in this picture is 14, the 

recognition time is 15ms, and the faces can be recognized more completely even 

when the students are wearing masks. 

In the second stage, the FaceNet face recognition algorithm was used to 

recognize the faces collected in the previous stage, and the system used 43,200 

images as the training set for training to get the training model. In addition, 10,800 

images were used as the test set for testing. By randomly selecting 6 samples from 

the test set for viewing (as shown in Table 1), the accuracy rate of face recognition 

is over 98%. 

In the test phase of the emotion recognition result, the experiment will input the 

test set divided in advance according to name into the model for testing, and the 

result will be labeled in the picture for storage, and the accuracy of the test will be 

output the total number of the test set is 2,000, the number of wrong pictures is 164, 

and the accuracy is 92%, the test result schematic is shown in Fig. 7. 

 

Fig. 6. The diagram of face detection. 

 

Fig. 7. The diagram of emotion detection. 
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Table 1. Test results of 6 randomly sampled students. 

Student 

name 

Number of 

images 

Number of unrecognized 

images 

Accuracy 

rate 

Hui Li 273 4 98.5% 

Jianhua Yao 284 6 97.9% 

Yuan Fang 276 3 98.9% 

Yida Li 271 2 99.3% 

Juanhua Qi 203 1 99.5% 

Ming Wang 189 2 98.9% 

4. Conclusion 

We propose an intelligent education system based on face recognition, which is an 

important application of combining artificial intelligence with education. The 

system uses face recognition and emotion recognition to assist teachers in 

managing students. On the one hand, it can assist teachers in monitoring students' 

classes in real-time and giving reminders, and it can analyse students' classes and 

propose reference solutions for teachers to make targeted classroom improvements 

based on students' situations. The system realizes the sensorless check-in of 

students using face recognition, and the established improved MTCNN and 

FaceNet models have an accuracy of 98% for face recognition, which can check-in 

students entering the classroom within 2s. 
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