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Abstract 

Social Anxiety Disorder is one of the most commonly diagnosed anxiety disorder 

that can disrupt a person’s work and social life. People with social anxiety 

disorder experience the symptoms of fear and anxiety in situations where there is 

a possibility of being scrutinized or judged by others. Clinicians conduct clinical 

assessment through clinical interviews, screening and diagnostic testing when the 

patient seeks professional help. However, the process usually takes two to four 

hours to complete to avoid false positive impressions leading to misdiagnosis. 

Thus, this paper proposes a novel approach to streamline the screening process 

without compromising the accuracy rate of predicting a possible manifestation of 

social anxiety disorder within patients through an intelligent web-based screening 

tool that uses established machine learning algorithms to screen and evaluate a 

patient. The tool assesses the possibility of SAD based on the information 

gathered from the patient’s demographic, physiological symptoms, affective 

stability, and feared situations. Four machine learning models namely: Decision 

Tree, Logistic Regression, Support Vector Machine, and K-Nearest Neighbours, 

were trained, tested, and cross-validated. Using K-Fold Cross-Validation, we 

evaluated four machine learning models based on accuracy, precision, recall, f1, 

and AUC – ROC curve. The SVM model performed the best among the other 

models and garnered the highest accuracy of 96.01%, with 97.13% precision, 

95.33% recall, 96.13% f1 score, and an AUC score of 0.97 ± 0.05. The Support 

Vector Machine model is then integrated into the developed screening tool. 

Keywords: Machine learning, Mental disorder, Predictive technology, Screening 

tool, Social anxiety disorder. 
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1.  Introduction 

Social Anxiety Disorder (SAD) is one of the most commonly diagnosed anxiety 

disorder that can disrupt a person’s work and social life. People with social anxiety 

disorder experience the symptoms of fear and anxiety in situations where there is a 

possibility of being scrutinized or judged by others. Clinicians conduct clinical 

assessment through clinical interviews, screening and diagnostic testing when the 

patient seeks professional help. During clinical interviews, clinicians inquire about 

the patient’s motivation for seeking medical or psychological assistance, references, 

background, age, frequency of symptoms, and severity of symptoms. During this 

phase, clinicians typically form an impression of the patient’s condition. Based on the 

clinician’s impression, patients undergo a screening procedure and are given 

psychometric tests for the specific disorder. The outcome of the screening procedure 

not only gives the clinician an insight about the patient’s condition, but also enables 

clinicians to plan and recommend appropriate treatments. Nevertheless, issues 

typically occur during the course of the process. The procedure typically takes 

between two and four hours to complete as clinicians aim to avoid misdiagnosis. 

A cross-sectional study shows that practitioners, even with doctorate degrees, often 

recognize these disorders at chance levels where 0.5% is the lowest chance for identifying 

social anxiety disorder [1]. The said study made use of the Mini International 

Neuropsychiatric Interview (MINI) and was administered to 840 clinical patients with 

medical charts containing evidence of previous diagnosis. It defined misdiagnosis as a 

situation where the MINI resulted to a positive case but not in the patient’s medical chart. It 

was found that misdiagnosis rate of anxiety disorder reached up to 97.8%. The low detection 

rate for mental health disorders, in general, is reflected by the poor quality of care. 

To tackle this problem, this study makes use of an intelligent web-based 

screening tool that uses established machine learning algorithms to streamline the 

screening process without compromising the accuracy rate of predicting a possible 

manifestation of social anxiety disorder within patients. Furthermore, data pre-

processing procedures, as well as correct feature scaling and selection strategies, 

are used to increase the model's performance. 

The rest of the paper is organized as follows: Section 2 presents the related 

literature of the study. Section 3 provides a detailed explanation of the proposed 

method. Section 4 presents the result and analysis in detail. Section 5 covers the 

conclusion and recommendations for future research. 

2. Review of Related Literature 

2.1. General screening tools 

A screening tool is a quick questionnaire or method that assesses mental health or 

trauma symptoms, risk factors, or both to determine whether additional and more 

in-depth evaluation is required. A positive screening tool result indicates that a 

more thorough assessment is needed. 

2.2. Related works 

Liu et al. [2] investigated the use of functional connectivity to diagnose SAD. They 

utilized resting-state fMRI to scan twenty healthy and sick patients. They further used 

multivariate pattern analysis to differentiate between sick and the healthy controls. 

They employed Linear SVM to determine the pattern classifier, and the testing 
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findings showed an 82.5 percent classification rate. Another study used a combination 

of fMRI and SVM to predict SAD among sixteen sick individuals and nineteen 

healthy individuals, where they obtained an AUC score of 0.89. Furthermore, with 

an AUC score of 0.82, they investigated a distinction between Parkinson’s Disease 

(PD) and SAD patients [3]. In a similar study, Frick et al. [4] further investigated the 

possibility of distinguishing SAD patients using SVM, fMRI, and regional grey 

matter volume. Individuals are classified using SVM based on brain activation and 

structural patterns. With a balanced accuracy of 72.6%, the results demonstrated that 

SVM could be beneficial for identifying imaging biomarkers of SAD. 

Asvestopoulou et al. [5] developed a screening tool for dyslexia using machine 

learning. The screening tool is called DysLexML. The screening tool applies various 

machine learning algorithms to analyse the fixation points during the silent reading of 

children. Eye tracking technology reads the fixation points. DysLexML achieved an 

accuracy of 97% using linear SVM. Also, the researchers analysed the impact of noise on 

the fixation positions and found that the screening tool is still accurate in the presence of 

noise. Therefore, the researchers concluded that based on the promising results, this would 

serve as a basis for cost-effectively developing screening tools in more extensive areas. 

Chiu et al. [6] developed a screening tool for detecting moderate cognitive impairment 

and dementia. The machine learning tool helps neurologists and neuropsychologists 

screen mild cognitive impairment (MCI) and dementia. The screening model is called 

NMD-12. Overall, the model shows that it can aid healthcare professionals as a screening 

tool wherein it can accurately differentiate normal cognition (NC), mild cognitive 

impairment (MCI), and very mild dementia (VMD), and dementia. 

Using the Indian Liver Patient Dataset (ILPD), Md et al. [7] suggested an 

ensemble-based model for diagnosing liver illness. They used six ensemble-based 

algorithms, such as Extra Tree Classifier, Bagging, Stacking, Random Forest, 

XGBoost, and Gradient boosting, and compared their performance with models 

used in other research works. They also performed data pre-processing procedures 

to improve the model’s performance. To evaluate the performance of the models, 

they performed GridSearchCV using 10-fold cross validation. Extra Tree Classifier 

had the highest testing accuracy of 91.82% when compared to other trained models. 

This proposed model also outperformed the models of different research works. 

Kumar et al. [8] proposed a novel method for predicting and curing depression 

based on the Global Vector and Bi-directional Long Short-Term Memory algorithms. 

In this study, these algorithms are integrated into smartwatches and fitness bands to 

collect heart rate data. This data is remembered for a long time using Bi-directional 

Long Short-Term Memory algorithm. The algorithm analyses the data to predict 

whether the person is depressed. Based on the result, the algorithm suggests curative 

actions for the person to do. The algorithm takes input from both directions and keeps 

the past and present data into memory to produce better outcome. In this study, the 

models Bi-LTSM with Global Vector and Bi-LTSM without Global Vector were 

compared, where the former model performed better with an accuracy of 86%. 

3. Methods 

3.1. Acquisition of research data 

The study used an existing data set with 30 attributes divided into different 

categories, including demographic, emotional, and physical symptoms; results 
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from the 24-item Liebowitz Social Anxiety Scale (LSAS) and 17-item Social 

Phobia Inventory (SPIN) tests; and classification of the specific instance - whether 

it has SAD or not.  

The dataset was acquired from Mendeley Data, a secure cloud-based repository 

for domain-specific and cross-domain specific dataset, where it was published by 

Sina Fathi and Maryam Ahmadi on March 9, 2020. 

The dataset contained initial attributes of SAD symptoms based on the 

Diagnostic and Statistical Manual of Mental Disorders - 5 (DSM-5) and 

International Classification of Disease, 10th Revision (ICD-10), Diagnostic 

Criteria for Research guidelines [9]. 

Furthermore, they employed a triangulation method to assess subjects for social 

anxiety disorder by administering two conventional measures, the Liebowitz Social 

Anxiety Scale (LSAS) and the Social Phobia Inventory (SPIN). After pre-

processing the data, the final social anxiety disorder dataset was formed. 

3.2. Clinical diagnostic process 

A clinical diagnostic process starts with an interview conducted by a mental health 

professional to understand the situation of the patient. The mental health 

professional then performs screening assessment using a set of questionnaires to 

further investigate the patient’s condition and symptoms. The screening includes 

gathering information about the patient’s demographic, physiological symptoms, 

affective stability, feared situations; and using of clinician-rated psychometric 

instruments. Liebowitz Social Anxiety Scale (LSAS) and Social Phobia Inventory 

(SPIN) are the most commonly used psychometric measures for social anxiety 

disorder. The screening result will be the basis for whether a further patient 

diagnosis is required. Figure 1 illustrates the flow of a complete process that a 

patient undergoes when consulting a professional in the field. 

 
Fig. 1. Clinical diagnostic process. 

3.3. Model selection process 

The model selection process begins with data pre-processing where missing values 

are handled using an imputation technique. The rest of the dataset attributes are 

then standardized or normalized, depending on which machine learning algorithm 

the dataset is fed to. The relevant features are then selected using feature selection 

techniques. The dataset is split into training and testing sets k times using K-Fold 
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Cross Validation, and the machine learning model is trained each iteration. The 

resulting model is validated based on its accuracy, precision, recall, f1, and AUC 

scores in classifying whether the patient manifests social anxiety disorder. In 

addition, the model that produces the best performance concerning the specified 

performance metric is integrated into the tool. 

Figure 2 illustrates the complete process of model selection. 

 

Fig. 2. Model selection process. 

3.4. System process 

The screening tool uses a machine learning algorithm to help predict a 

manifestation of social anxiety disorder within patients. The tool is meant to 

provide an initial diagnosis to aid mental health professionals in conducting further 

diagnosis or confirmation steps for social anxiety disorder.  

Similar to the standard screening process administered by mental health 

professionals, the tool requires inputs from the patient's responses to the 

questions related to the attributes used by the model. The machine learning model 

analyses the responses and predicts the probability of the patient manifesting 

social anxiety disorder or the lack thereof. The result is then displayed on the 

screen for the mental health professional to see and decide should there be a need 

to conduct a further diagnosis. Figure 3 illustrates the system flow of how mental 

health professionals utilize the tool in conducting screening tests. 

 

Fig. 3. System process diagram. 
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4. Results and Analysis 

Initially, four classification algorithms were considered: Decision Tree, Logistic 

Regression, K-Nearest Neighbours (KNN), and Support Vector Machine (SVM). 

A class imbalance highly influences the performance of these models. Fortunately, 

the dataset used contains 52% positive and 48% negative cases, which suggests that 

the data is balanced. Therefore, there was no need to employ techniques such as 

Synthetic Minority Oversampling Technique (SMOTE) and Adaptive Synthetic 

(ADASYN) to balance the dataset. 

4.1. Feature engineering 

This section discusses the result of extracting, organizing, transforming, and 

selecting the dataset’s essential features that the machine learning model used. 

4.1.1. Handling Missing Data 

During this stage, it was found that the column LSAS contained missing data or 

NaN values as seen in Fig. 4. 

 

Fig. 4. Dataset rows with NaN values. 

Imputation technique was used to handle the missing data. Three imputation 

techniques for continuous variables exist: Mean Imputation, Median Imputation, 

and Mode Imputation. The study specifically used Median Imputation to replace 

missing values since the data is skewed as seen in Fig. 5. 

 
Fig. 5. LSAS column distribution. 
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4.1.2. Feature scaling 

There were columns in the data set with continuous values, which do not contribute 

evenly to model fitting and may thus introduce bias. To solve the problem, feature 

scaling techniques such as Standardization and Normalization were performed. 

Figures 6 and 7 show the data before and after feature scaling techniques are 

applied, respectively. 

 
Fig. 6. Data before applying a feature scaling technique. 

 

Fig. 7. Data after applying a feature scaling technique. 

4.1.3. Feature selection 

Feature selection is essential in feature engineering since it has a significant effect 

on the performance of the machine learning model where partially relevant 

features can have a negative impact on its performance. Three Feature Selection 

techniques were performed namely: Univariate Selection, Feature Importance, 

and Correlation Matrix, to reduce overfitting, improve accuracy, and reduce 

training time. The common features between the three techniques were used for 

the final dataset. 

Figure 8 shows the relevant features in the data set after applying the feature 

selection techniques. 
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Fig. 8. Relevant features in the dataset. 

4.2. Model selection 

K-Fold Cross-Validation (Fig. 9) was used to assess each machine learning model’s 

performance by folding the given dataset k times. This approach is handy since it 

normally results in a less biased manner thereby building a more generalized model 

where it can perform well on unseen data. 

 
Fig. 9. K-fold cross validation. 

The following tables and figures present the model training and testing results 

using the K-Fold Cross Validation strategy. 

4.2.1. Accuracy 

Table 1 shows the accuracy score of the machine learning models after cross-validation. 

Table 1. Accuracy score of the machine learning models. 

ML Model Accuracy (%) 

Decision Tree 94.06 

Logistic Regression 95.05 

K-Nearest Neighbours (KNN) 87.27 

Support Vector Machine (SVM) 96.01 

Accuracy, being the most used metric for evaluating the performance of a 

machine learning model, was obtained after cross-validation. The KNN model 

showed the worst accuracy score of 87.27% among the other models, followed by 

the Decision Tree model, with an accuracy score of 94.06%. On the other hand, the 
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Logistic Regression model showed a generally impressive accuracy of 95.05%. 

However, the SVM model, one of the most commonly known models to perform 

well in classification problems, garnered the highest accuracy score of 96.01%. 

4.2.2. Precision 

Table 2 shows the precision score of the machine learning models after cross-

validation. 

Table 2. Precision score of the machine learning models. 

ML Model Precision (%) 

Decision Tree 94.16 

Logistic Regression 96.00 

K-Nearest Neighbuors (KNN) 91.01 

Support Vector Machine (SVM) 97.13 

Like accuracy, precision is one of the indicators of a machine learning model’s 

performance. After cross-validation, the KNN model showed the lowest precision 

score of 91.01%, followed by the Decision Tree model, with a precision score of 

94.16%. Meanwhile, the Logistic Regression and SVM models performed well by 

obtaining 96.00% and 97.13% precision scores, respectively. 

4.2.3. Recall 

Table 3 shows the recall score of the machine learning models after cross-validation. 

Table 3. Recall score of the machine learning models. 

ML Model Recall (%) 

Decision Tree 96.24 

Logistic Regression 96.00 

K-Nearest Neighbours (KNN) 88.16 

Support Vector Machine (SVM) 95.33 

Recall is one of the metrics for evaluating a machine learning model that tells 

how good the model is in classifying actual positive cases. After cross-validation, 

the KNN model showed the worst recall score of 88.16%. The SVM model, having 

the best scores from both accuracy and precision, actually underperformed with a 

recall score of 95.33%. On the other hand, the Logistic Regression model showed 

a consistent performance with a recall score of 96.00%. However, the Decision 

Tree model performed the best, with a recall score of 96.24%. 

4.2.4. F-measure or F1 

Table 4 shows the f1 score of the machine learning models after cross-validation. 

Table 4. F-measure score of the machine learning models. 

ML Model F1 (%) 

Decision Tree 94.04 

Logistic Regression 96.00 

K-Nearest Neighbours (KNN) 89.22 

Support Vector Machine (SVM) 96.13 
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Comparing models’ performance based only on precision or recall seems 

inappropriate since it is not possible to maximize these two metrics simultaneously 

due to the trade-off between precision and recall. To solve the problem, F1 metric 

was obtained. This metric sums the performance of a model by combining the 

otherwise competing metrics – precision and recall.  

After the cross-validation, the KNN model showed the worst score of 89.22% 

for F1, followed by the Decision Tree model with an F1 score of 94.04%. Logistic 

Regression model, on the other hand, showed a generally impressive performance 

by garnering an F1 score of 96.00%. However, the SVM model again showed the 

best score of 96.13% for F1. 

4.2.5. Area under the curve (AUC) 

Table 5 shows the AUC score of the machine learning models after cross-validation. 

Table 5. AUC score of the machine learning models. 

ML Model AUC 

Decision Tree 0.93 ± 0.06 

Logistic Regression 0.96 ± 0.08 

K-Nearest Neighbours (KNN) 0.88 ± 0.19 

Support Vector Machine (SVM) 0.97 ± 0.05 

AUC indicates how well the machine learning model can distinguish between 

classes. To determine the better score for AUC, the mean value and the width of 

the confidence interval should be considered. In this case, the highest mean value 

and the narrowest confidence level would be considered better. 

After cross-validation, the KNN model scored the lowest with 0.88 ± 0.19 AUC 

score. It was followed by the Decision Tree model with 0.93 ± 0.06 AUC score. 

Meanwhile, the Logistic Regression and Support Vector Machine models 

performed well by obtaining 0.96 ± 0.08 and 0.97 ± 0.05 AUC scores, respectively. 

Figure 10 shows the ROC curve of the SVM model during all the iterations of 

cross-validation. 

 

Fig. 10. ROC curve of SVM during cross-validation. 
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4.2.6. Performance summary 

Table 6 shows the summary of the results of the different models according to their 

accuracy, precision, recall, f1 and AUC score. 

Table 6. Performance summary of the machine learning models. 

ML Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 

(%) 
AUC 

Decision Tree 94.06 94.16 96.24 94.04 0.93 ± 0.06 

Logistic Regression 95.05 96.00 96.00 96.00 0.96 ± 0.08 

K-Nearest Neighbors (KNN) 87.27 91.01 88.16 89.22 0.88 ± 0.19 

Support Vector Machine (SVM) 96.01 97.13 95.33 96.13 0.97 ± 0.05 

4.2.7. Confusion matrix 

A confusion matrix allows one to visually assess the performance of the machine 

learning model. It also indicates how many correct and wrong predictions the model 

made during cross-validation. Figure 11 depicts the SVM model's confusion 

matrix. 

The Confusion Matrix showed that out of the 103 negative instances (labelled 

as 0, or a person with no SAD), there were 99 cases for True Negative where the 

model correctly predicted a negative case. In contrast, there were only four cases 

for False Positive where the model incorrectly predicted a negative case. 

 

Fig. 11. Confusion matrix for the SVM model. 

In addition, out of the 111 positive instances (labelled as 1, or a person with 

SAD), there were 106 cases for True Positive where the model correctly predicted 

a positive case. In contrast, there were only five cases for False Negative where the 

model incorrectly predicted a positive case. 

Moreover, the confusion matrix visually represents how impressive the SVM model 

performed under the testing conditions. It also demonstrates that the model does a great 

job of correctly classifying people with or without a social anxiety disorder.  

Furthermore, the confusion matrix showed that correctly classifying negative 

cases is as important as correctly classifying positive ones. In this case, the SVM 
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model showed that we cannot miss negative cases, nor should we diagnose negative 

ones as positive. Doing so would put healthy people through serious treatments 

while it jeopardizes sick people into thinking they are well, and eventually 

undermine trust in the diagnostic process. 

4.3. System validation 

The tool was tested by five licensed psychologists. These professionals were 

invited for the system validation. The tool was tested based on the Functionality 

metric containing Data Validity and Accuracy sub-metrics. Accuracy, in this 

metric, measures the adequacy of the system to meet its objectives. Meanwhile, 

Data Validity tells whether the system contains input validation to avoid erroneous 

data entry. 

Figure 12 shows the ratings of the professionals based on the functionality 

metric. 

 

Fig. 12. Functionality metric. 

4.4. System implementation 

The system is a web-based application developed using React.js and Flask. The 

method comprises the screening tool with the machine learning model, and a patient 

management system. Figure 13 shows the starting page with instructions when a 

clinician uses the screening tool in the system. Meanwhile, Fig. 14 shows a table 

where the clinician can choose which patient to screen. 

The tool aims to be able to determine whether the patient is possibly 

manifesting a social anxiety disorder or not. For the tool to perform predictions, 

clinicians will ask a series of questions to the patient, and the clinician is 

responsible for asking the questions. Figure 15 shows a particular section during 

the screening process. 

The SVM model processes the array of responses provided by the user to predict 

whether the patient has a social anxiety disorder or not. Figure 16 shows the 

model’s prediction based on the array of responses provided. 
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Fig. 13. System interface for the screening tool. 

 

Fig. 14. System interface (Patient selection). 

 

Fig. 15. System interface (Screening section). 
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Fig. 16. System interface (Screening result). 

5. Conclusion and Recommendations 

The authors developed a screening tool to streamline the screening process without 

compromising the accuracy rate of predicting a possible manifestation of social 

anxiety disorder within patients. The tool assessed the possibility of SAD based on 

the information gathered about the patient's demographic, emotional symptoms, 

physical symptoms, and social symptoms. 

Before the system development, four machine learning models – Decision Tree, 

Logistic Regression, Support Vector Machine, and K-Nearest Neighbours – were 

trained to predict SAD. K-Fold Cross Validation evaluated these four machine learning 

models based on accuracy, precision, recall, f1, and AUC scores. The Decision Tree 

model obtained 94.06%, 94.16%, 96.24%, 94.04%, and 0.93 ± 0.06 for accuracy, 

precision, recall, f1, and AUC, respectively. Meanwhile, the Logistic Regression model 

obtained 95.05%, 96.00%, 96.00%, 96.00%, and 0.96 ± 0.08 for accuracy, precision, 

recall, f1, and AUC, respectively. On the other hand, the K-Nearest Neighbours (KNN) 

model obtained a significantly low score of 87.27%, 91.01%, 88.16%, 89.22%, and 

0.88 ± 0.19 for accuracy, precision, recall, f1, and AUC, respectively. Finally, the SVM 

model got the highest score overall with 96.01%, 97.13%, 95.33%, 96.13%, and 0.97 ± 

0.05 for accuracy, precision, recall, f1, and AUC, respectively - hence, used as the 

machine learning model behind the screening tool. 

The Confusion Matrix for the tool’s integrated model showed that out of 103 

negative instances, 99 were True Negative, indicating that the model correctly 

predicted a negative case, while only four were False Positive, indicating that the 

model incorrectly predicted a negative case. Additionally, it also showed that out 

of 111 positive instances, there were 106 True Positive cases where the model 

correctly predicted a positive case, and only 5 False Negative cases where the 

model incorrectly predicted a positive case. 

The tool was tested by five licensed psychologists for system validation based 

on (1) Accuracy, measures the adequacy of the system to meet its objectives, and 

(2) Data Validity, tells whether the system contains input validation to avoid 

erroneous data entry. For the tool’s data validity, four professionals rated a score 
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of 5.0 while one professional rated a score of 4.0. For the tool’s accuracy, three 

professionals rated a score of 5.0 while the remaining two rated a score of 4.0. 

The tool is made to help professionals screen patients with social anxiety 

disorder and potentially increase the chances of correctly classifying these patients 

before conducting further clinical diagnosis. This study is designed to lay the 

groundwork for future research in the same topic. 

For future researchers, the authors of this study recommend having an additional 

data set for training and testing to improve the model's performance. The 

authors would also recommend conducting a hyperparameter tuning of these 

models as it may significantly improve their performance. Additionally, the authors also 

recommend performing external validation. Furthermore, future researchers may also 

use classification algorithms other than the ones presented in this study. Lastly, a 

technique called ensemble learning is encouraged to be utilized by future researchers. 
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Nomenclatures 
 

Abbreviations 

ADASYN Adaptive Synthetic 

AUC Area Under the Curve 

DSM-5 Diagnostic and Statistical Manual of Mental Disorders - 5 

ICD-10 International Classification of Disease, 10th Revision 

KNN K-Nearest Neighbours 

LSAS Liebowitz Social Anxiety Scale 

MINI Mini International Neuropsychiatric Interview 

ML Machine Learning 

ROC Receiver Operating Characteristic 

SAD Social Anxiety Disorder 

SMOTE Synthetic Minority Oversampling Technique 

SPIN Social Phobia Inventory 

SVM Support Vector Machine 
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