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Abstract
Static scheduling is the temporal and spatial mapping of a program to the resources of parallel system. Scheduling algorithms use the Directed Cyclic Graph (DAG) to represent sub-tasks and the precedence constraints of the program to be parallelized. It has been shown to be NP-Complete in general as well as in several restricted cases. This paper proposes a scalable, low complexity performance effective task scheduling algorithm whose time complexity is $O(e(p + \log v))$. It provides effective result for applications represented by DAGs. Experiments have been conducted based on randomly generated graphs which show that the proposed algorithm outperforms the existing algorithms.
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1. Introduction
Many cluster computing application like weather modeling, image processing, real-time and distributed database systems require efficient scheduling of tasks. Parallel execution can improve overall efficiency. To take the full advantage of the computing power provided by these systems, an easy and efficient scheduling of tasks is required. Program performance critically depends on the partitioning of the program and the scheduling of the resulting tasks onto the physical processors. Task scheduling algorithm takes care of above said process and the application is represented by a Directed Cyclic Graph (DAG) which can be performed at compile-time or run-time. The objective of this paper is to map the tasks on the processors, order their execution so that task precedence requirements are satisfied and a minimum overall completion time is obtained. It has been proven to be NP-Complete [1-3], for which optimal solutions can be found only after an exhaustive search [4, 5].
Efficient application scheduling is critical for achieving high performance in cluster computing systems. Because of its key importance on performance, the task scheduling problem in general has been extensively studied and various heuristics have been proposed [1-16]. These heuristics are classified into a variety of categories such as list scheduling algorithms, clustering algorithms, guided random search methods and task duplication based algorithms. In list scheduling algorithms [8 and 14] ordered lists of tasks was constructed by assigning priority to each task and are selected based on their priority. List scheduling is generally preferred since they are generating good quality schedules with less complexity. List scheduling algorithms such as Mapping Heuristics (MH) [8], Levelized Min Time (LMT) [10], Critical Path on a Processor (CPOP) [14], are well known scheduling algorithm. Clustering algorithms [11, 14] also known as three phase scheduling. It tries to schedule heavily communicating tasks onto the processor, even if other processors are available, thereby trading off parallelism with interprocess communication.

Among the various scheduling algorithms, list scheduling algorithms are generally preferred for task scheduling, since they produce good schedule with less time. But, the reported scheduling algorithms like LMT, CPOP are complex in nature and take higher complexity. Moreover the LMT algorithm does not utilize the earliest idle time slot between the scheduled tasks on a processor. Because of this, the schedule length generated by the LMT is not always minimal. The rank of the task in the CPOP algorithm is calculated in the reverse fashion i.e., traversing the task graph downwards from the entry task. The rank of a task is
the length of the critical path from the entry task to itself. The rank computation is recursive procedure and also complex. The motivation behind this work is to develop a new task scheduling algorithm which deliver a high performance, low complexity and scalable on cluster of workstations. A new algorithm known as scalable low complexity task scheduling algorithm is proposed which gives best performance in terms of speedup, efficiency with low complexity.

This paper is organized as follows: The Scheduling system model is described in Section 2. Proposed Algorithm for task scheduling is explained in Section 3. The results and discussions are presented in Section 4 and the conclusions are presented in Section 5.

2. Task Scheduling Problems

A scheduling system model consists of an application, a target computing system and Criteria for scheduling. An application program is represented by a DAG, \( G = (V, <, E) \), where \( V = \{v_i, i=1 \ldots n\} \) is the set of \( n \) tasks, \(<\) represents a partial order on \( V \). For any two tasks \( v_i \) and \( v_k \) the existence of the partial order \( v_i < v_k \) means \( v_k \) cannot be scheduled until task \( v_i \) will be completed. Hence \( v_i \) is a predecessor of \( v_k \) and \( v_k \) is a successor of \( v_i \). The task executions of a given application are assumed to be non-preemptive. \( E \) is the set of directed edges. Data is an \( n \times n \) matrix of communication data, where \( data_{i,k} \) is the amount of data required to be transmitted from tasks \( v_i \) to \( v_k \). In Fig. 1 task graph, a task without any predecessor is called an entry task and a task without any child is called an exit task. Without loss of generality, it is assumed that there is one entry task to the DAG and one exit task from the DAG. In an actual implementation, a pseudo entry task and pseudo exit task can be created with zero computation time and communication time. A task graph is shown in Fig. 1, and its computation cost matrix is given in Table 1.

![Fig. 1. Task Graph Represented by DAG.](image)

<table>
<thead>
<tr>
<th>Task</th>
<th>Cost</th>
<th>Task</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>9</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 1. Computation Cost Matrix.
Cluster computing system consists of a set $P = \{p_j: j = 0, m-1\}$ of $m$ processors fully interconnected by a high-speed arbitrary network. The data transfer rate is represented by an $m \times m$ matrix, $R_{sym}$. $W$ is a $n \times m$ computation cost matrix in which each $W_{ij}$ gives the Estimated Computation Time (ECT) to complete task $v_i$ on processor $p_j$ where $0 \leq i < n$ and $1 \leq j \leq m$. The communication cost between two processors $p_i$ and $p_j$, depends on the channel initialization at both sender processor $p_i$ and receiver processor $p_j$ in addition to the communication time on the channel. This is a dominant factor and can be assumed to be independent of the source and destination processors. The channel initialization time is assumed to be negligible. The communication cost of the edge $(i,k)$, is for transferring data from task $v_i$ (scheduled on processor $p_i$) to task $v_k$ (scheduled on processor $p_k$) is defined by Eq. (1)

$$C_{i,k} = data_{i,k} R_{i,k}$$ (1)

$C_{i,k} = 0$ when both the tasks $v_i$ and $v_k$ scheduled on the same processor. Assuming the data transfer rate for each link as 1.0, the communication cost and amount of data to be transferred will be the same. The communication-to-computation ratio (CCR) of a parallel program is defined as its average communication cost divided by its average computation cost on a given system.

Let $EST(v_i, p_j)$ and $EFT(v_i, p_j)$ are the Earliest Start Time and Earliest Finish Time of task $v_i$ on $p_j$, respectively. For the entry task $v_{entry}$, $EST(v_{entry}, p_j) = 0$, and for the other tasks, the $EST$ and $EFT$ values are computed recursively using Eqs. (2) and (3) starting from the entry task. In order to compute the $EFT$ of a task $v_i$, all immediate predecessor tasks of $v_i$ must have been scheduled.

$$EST(v_i, p_j) = \max\{avail[j], max(AFT(v_i + C_{i,j}))\} \tag{2}$$

where $v_i \in pred(v_i)$

$$EFT(v_i, p_j) = W_{ij} + EST(v_i, p_j) \tag{3}$$

where $pred(v_i)$ is the set of immediate predecessor tasks of task $v_i$ and $avail[j]$ is the earliest time at which processor $p_j$ is ready for task execution. If $v_i$ is the last assigned task on processor $p_j$, then $avail[j]$ is the time that processor $p_j$ completed the execution of the task $v_i$ and it is ready to execute another task if it is based on non-insertion scheduling policy. The inner max block in the $EST$ equation returns the ready time, i.e., the time when all the data needed by $v_i$ has arrived at processor $p_j$.

After a task $v_i$ is scheduled on a processor $p_j$, the earliest start time and the earliest finish time of $v_i$ on processor $p_j$ is equal to the actual start time $AST(v_i)$ and the actual finish time $AFT(v_i)$ of task $v_i$, respectively. After all tasks in a graph are scheduled, the schedule length (i.e., the overall completion time) will be the actual finish time of the exit task $v_{exit}$. Finally the schedule length is defined in Eq. (4)

$$Schedule \ Length = \max\{AFT(v_{exit})\} \tag{4}$$

The objective function of the task-scheduling problem is to schedule the tasks of an application to machines such that its schedule length will be minimized.
3. Scalable Low complexity, Effective Task Scheduling (SLETS) Algorithm

The proposed algorithm consists of three phases; level sorting, task prioritization and processor selection. The detailed explanation of each phase of the algorithm is given below:

3.1. Level sorting phase

In the level sorting phase, the given DAG is traversed in a top-down fashion to sort task at each level in order to group the tasks that are independent of each other. As a result, tasks in the same level can be executed in parallel. In a given DAG, level 0 contain entry task. Level \( i \) consist of all tasks \( v_k \) such that, for all edges \((v_j,v_k)\), task \( v_j \) is in a level less than \( i \) and there exists at least one edge \((v_j,v_k)\) such that \( v_j \) is in level \( i-1 \). The last level comprises of some of the exit tasks. For the task graph given in Fig. 1, there are 4 levels; level 1 consists of task 1 (entry task), level 2 consists of task 2, 3, 4, 5 and 6, level 3 consists of task 7, 8 and 9, and level 4 consists of task 10 (exit task).

3.2. Task prioritization phase

In the task prioritization phase, priority is computed and assigned to each task. For assigning priority to a task, three attributes were defined namely, Computation Cost (CC), Data Transfer Cost (DTC) and the Data Receiving Cost (DRC). The CC of a task \( v_j \) is the computation cost on any processor and is computed by the \( C_j \), of any processor \( p_k \).

\( DTC \) of a task is the amount of cost incurred to transfer the data to all its immediate successor tasks. The \( DTC \) for the exit task is 0, for all other tasks at level \( i \), computed using Eq. (5)

\[
DTC(v_i) = \sum_{i=1}^{x} C_{i,j} \tag{5}
\]

where \( x \) is the number of immediate successors of \( v_i \).

\( DRC \) of a task is the cost incurred to receive data from its immediate predecessor tasks. The \( DRC \) for the entry task is 0 and for all other tasks at level \( i \), it is computed using Eq. (6)

\[
DRC(v_i) = \max\{rank(v_i)\} \tag{6}
\]

where \( v_i \) is the predecessor of \( v_j \).

Rank of a task \( v_i(rank(v_i)) \) is the sum of its \( DTC \), \( DRC \) and \( CC \) values of that task. For the every task at each level \( i \), \( rank(v_i) \) is computed using Eq. (7)

\[
rank(v_i) = DTC(v_i) + DRC(v_i) + CC(v_i) \tag{7}
\]

At each level \( i \), priority is assigned to all the tasks based on its rank value. The task with highest rank value receives the highest priority followed by task with next highest rank value and so on is shown in Table 2.
Table 2. The Computed CC, DTC, DRC, Rank and Priority for Task Graph in Fig. 1.

<table>
<thead>
<tr>
<th>Level</th>
<th>Task</th>
<th>CC</th>
<th>DTC</th>
<th>DRC</th>
<th>Rank</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>13</td>
<td>64</td>
<td>0</td>
<td>77</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>17</td>
<td>35</td>
<td>77</td>
<td>129</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>14</td>
<td>23</td>
<td>77</td>
<td>114</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>13</td>
<td>50</td>
<td>77</td>
<td>140</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>12</td>
<td>13</td>
<td>77</td>
<td>102</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>13</td>
<td>15</td>
<td>77</td>
<td>105</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>11</td>
<td>17</td>
<td>114</td>
<td>142</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>10</td>
<td>11</td>
<td>140</td>
<td>161</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>17</td>
<td>13</td>
<td>140</td>
<td>170</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>15</td>
<td>0</td>
<td>170</td>
<td>185</td>
<td>1</td>
</tr>
</tbody>
</table>

3.3. Processor selection phase

In the processor selection phase, the processor, which gives minimum \( EFT \) for a task is selected and the task is assigned to that processor. It has an insertion-based policy, which considers the possible insertion of a task in an earliest idle time slot between two already scheduled tasks on a processor. At each level, the \( EST \) and \( EFT \) value of each task on every processor is computed using Eqs. (2) and (3).

The tasks are selected for execution based on their priority value. Task with highest priority is selected and scheduled on its favourite processor (processor which gives the minimum \( EFT \)) for execution followed by the next highest priority task. Similarly all the tasks in each level are scheduled on to the suitable processors is shown in Table 3. The proposed algorithm is given in Fig. 2.

1. Read the DAG, associated attributes values, and the number of processor \( P \);
2. For all tasks at each level \( L_i \), do
3. Begin
4. Compute DRC, DTC and CC;
5. Compute rank \( (\text{Rank}(\text{Task}_i) = \text{DTC}(\text{Task}_i) + \text{DRC}(\text{Task}_i) + \text{CC}(\text{Task}_i)) \);
6. Construct a priority queue using ranks;
7. While there are unscheduled tasks in the queue do
8. Begin
9. Select the first task, \( \text{Task}_i \) from the queue for scheduling;
10. For each processor \( \text{Processor}_p \) in the processor set \( F \) do
11. Begin
12. Compute \( EFT \) value using insertion based scheduling policy;
13. Assign the task \( \text{Task}_i \) to processor \( \text{Processor}_p \), which minimizes the \( EFT \);
14. End;
15. End;
16. End.

Fig. 2. The SLETS Algorithm.

The time complexity of other algorithm reported in literature is equal to \( O((v+e)(p+\log v)) \), where \( v \) is the number of tasks, \( e \) is number of edges and \( p \) is number of processors. The breadth first search is used for level sorting whose time complexity is \( O(e) \), since the implementation is done by adjacency lists. If the adjacency matrix is used for implementation, the complexity will be \( O(v^2) \).
binary heap was used to implement the priority queue, which has time complexity $O(\log v)$. Each task in the priority queue is checked with all the $p$ processors in order to select a processor that gives the earliest finish time. Hence the overall time complexity is $O(e(p + \log v))$.

<table>
<thead>
<tr>
<th>Ordered tasks</th>
<th>Processors $p_0$, $p_1$, $p_2$</th>
<th>Predecessor</th>
<th>Processor selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>EST 13 EFT 0 EST 0 EFT 13</td>
<td>Null</td>
<td>$p_0$</td>
</tr>
<tr>
<td>2</td>
<td>EST 22 EFT 22 EST 35 EFT 35</td>
<td>1</td>
<td>$p_0$</td>
</tr>
<tr>
<td>3</td>
<td>EST 35 EFT 31 EST 48 EFT 48</td>
<td>1</td>
<td>$p_1$</td>
</tr>
<tr>
<td>4</td>
<td>EST 35 EFT 48 EST 62 EFT 25</td>
<td>1</td>
<td>$p_2$</td>
</tr>
<tr>
<td>5</td>
<td>EST 48 EFT 48 EST 60 EFT 39</td>
<td>1</td>
<td>$p_0$</td>
</tr>
<tr>
<td>6</td>
<td>EST 48 EFT 48 EST 60 EFT 39</td>
<td>1</td>
<td>$p_2$</td>
</tr>
<tr>
<td>7</td>
<td>EST 64 EFT 64 EST 81 EFT 81</td>
<td>2,4,5</td>
<td>$p_0$</td>
</tr>
<tr>
<td>8</td>
<td>EST 81 EFT 81 EST 91 EFT 91</td>
<td>2,4,6</td>
<td>$p_2$</td>
</tr>
<tr>
<td>9</td>
<td>EST 73 EFT 84 EST 92 EFT 73</td>
<td>3</td>
<td>$p_0$</td>
</tr>
<tr>
<td>10</td>
<td>EST 94 EFT 109 EST 109 EFT 109</td>
<td>7,8,9</td>
<td>$p_0$</td>
</tr>
</tbody>
</table>

4. Performance Analysis and Discussions

Randomly generated task graphs and the graphs that represent some of the numerical real world problems are the workload for testing the proposed algorithm. Cluster consists of HP P-IV processors with 32 nodes were used for experiments.

Performance metrics

The following four metrics were used to evaluate the performance of the proposed algorithm over different CCRs. The metrics are:

**Speedup**: The speedup is the ratio of the sequential execution time to the parallel execution time.

**Efficiency**: The efficiency is the ratio of the speedup value to the number of processor used to schedule the graph.

**Normalized Schedule length (NSL)**: NSL is the ratio of the parallel time to the sum of weights of the critical path tasks. The main performance measure of an algorithm is the schedule length of its output schedule.

$$NSL = \frac{L}{\sum_{n \in CP} w(n_i)}$$  \hspace{1cm} (8)

where $L$ is the schedule length.
**Scheduling Scalability (SS):** This metric is a collective indicator of whether an algorithm can scale its performance well for larger problem sizes

\[
SS = \left(\frac{\sum_{i=1}^{\nu} w(n_i)}{L} \right) \left(\frac{v}{p} \right) \left(\frac{\log \nu}{\log t}\right)
\]  

(9)

where \( t \) is the running time of the algorithm. It is an indicator of its solution quality in terms of number of processors used and its running time in finding the solutions.

5. Experimental Results

The quality of schedules generated by the SLETS algorithm was evaluated for a large set of graphs with different CCRs in the range \{0.1, 0.2, 0.5, 1, 2\} and scheduled these task graphs on to a homogeneous cluster computing system consists of 32 nodes. Figure 3 represents the performance of the algorithm in terms of speed-up by varying the CCR values. The speed-up increases as the number of processors gets increased. Also as the CCR gets increased, (i.e., when the communication cost is more compared to the computation cost), the speed-up gets decreased. Another important performance factor for any type of scheduling is, Efficiency. Figure 4 represents the relation between efficiency of the algorithm and number of processors used.

![Fig. 3. Speedup vs. Number of Processors.](image1)

![Fig. 4. Efficiency vs. Number of Processors.](image2)

Figure 5 represents the Normalized Schedule Length for DAGs with various CCR values. The Schedule Length goes on increasing when the average communication cost is very high compared to the average computation cost. NSL increases slightly when CCR increases from small to medium range. This indicates that when edge weights are large, then the algorithm can make more mistakes in scheduling the tasks. Figure 6 represents the Scheduling Scalability characteristics of DAGs with different CCR values. When \( 'p' \) value is low, the scalability factor is high. From the graphs, it is clear that for the applications
whose average communication cost is less than the average computation cost, the proposed algorithm outperforms in optimal scheduling.

Fig. 5. Normalized Schedule Length vs. Communication to Computation Ratio.  
Fig. 6. Scheduling Scalability vs. Communication to Computation Ratio.

6. Conclusions
Tackling the scheduling problem in an efficient manner is imperative for achieving from message-passing parallel computer systems. The task scheduling algorithm SLETS proposed here has been proven to be better for scheduling DAG structured applications onto homogeneous cluster computing system in terms of scheduling scalability, Normalized schedule length, speedup and efficiency results. The performance of the SLETS has been observed experimentally by using large set of randomly generated task graphs with various characteristics. The simulation results confirm that SLETS is substantially better. The complexity of SLETS algorithm is \(O(e(p + \log v))\), which is less when compared to other scheduling algorithms reported. The scheduling accuracy can be still improved by using stochastic techniques and intelligent scheduling heuristics.
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