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Abstract 

The Internet of Things (IoT) based remote sensing applications have seen a growing 
trend in recent years in order to gather intelligent insights and perform real-time 
like decisions. The IoT applications mostly rely on the underlying Wireless Sensor 
Networks (WSNs) for information collection and communication. The radio 
operation of these WSN nodes are the most power hogging components, therefore, 
estimating and optimizing the power consumption on these nodes helps to improve 
the device lifetime. Modern low-power radios are efficient but still require 
optimization per application basis, therefore, MAC and cross-layer protocols help 
to achieve this by optimizing the device’s radio duty cycles. ContikiMAC is a low-
power protocol designed for WSNs that can be tuned to adjust its radio duty cycle 
by optimizing clear channel assessment (CCA) and channel check rates (CCR) per 
application basis. This article first analyses the performance of ContikiMAC in a 
bursts and non-uniform data environment and reports the limitations. Secondly, it 
investigates the ContikiMAC operation for infrequent data environments. Finally, 
an extension to ContikiMAC is developed for improved CCA which reduces idle-
listening and false-wakeUps for improved energy consumption per node. The 
simulation results from Cooja Simulator thoroughly investigates these schemes and 
reports energy consumption improvements in contrast to ContikiMAC are reported. 

Keywords: Clear channel assessment (CCA), ContikiMAC, Internet of things 
(IoT), Radio duty cycling (RDC), Wireless sensor networks (WSN). 

  



Energy Efficient Scheme for Wireless Sensor Networks Based . . . . 4667 

 
 
Journal of Engineering Science and Technology      December 2021, Vol. 16(6) 

 

1.  Introduction 
The proliferation of the Internet of Things (IoT) devices has seen a major growth 
and adoption in recent years where almost 50 billion IoT devices are currently 
operational [1, 2]. These IoT devices are now deployed in various scenarios ranging 
from residential to industrial applications, to turn sensor data into actionable 
insights that help make informed and adaptive decisions [3, 4]. Whether the 
information collection is from sensors on a vehicle, on-body sensors in a health-
care environment [5] or remotely sensed data from oil fields, these IoT devices 
mostly depend on the underlying WSNs to sense, collect and relay the data to the 
enterprise networks or customer applications. This requirement puts a strong focus 
on the WSN nodes to be low-cost, low-power and smaller in form factor so that 
they can be deployed over a dense and non-uniform area. Furthermore, typically 
these WSN nodes rely solely on very small on-board battery or energy harvesting 
mechanisms to power up their operations [6, 7]. It is also very challenging in most 
of the cases to physically access these devices to perform maintenance or simply to 
install a new battery. Therefore, optimizing the power consumption of the WSN 
has been one of the most prominent research topics in this domain. Almost every 
IEEE 802.15.4 compliant radio hardware is designed to operate in low-power mode 
nowadays [8, 9]. Together, hardware-based solutions such as Ultra-low power 
wake-Up receivers (WuR) further help to reduce the energy consumption of these 
nodes during wakeUp and idle-listening periods [10, 11]. However, software-based 
approaches to further improve the energy consumption of these devices are more 
favourable as it allows the flexibility to tune the hardware as per application needs 
and without the requirement of any additional hardware. MAC and associated 
cross-layer protocols are mostly utilized to improve the radio duty cycle of these 
devices to conserve energy.  

MAC protocols utilize Clear Channel Assessment (CCA) mechanism to probe the 
availability of radio channel before initiating communication. The CCA provides two 
important purposes in a meshed network. It first looks for the channel availability to 
avoid collisions and thereby adjusts the idle listening and sleep intervals of the nodes. 
Second, it records the radio energy in the medium by estimating the received signal 
strength indicator (RSSI) and allows communications only if it meets the threshold 
requirements, otherwise, it puts the node immediately to sleep. This CCA 
implementation has been a core strategy for low-power-listening modes-based MAC 
protocols for energy-efficient WSNs [12].  CCA schemes have been thoroughly 
studied in collision avoidance scenarios for both wired as well as wireless networks 
[13]. However, utilizing CCA for dynamic radio duty cycle adjustments for 
infrequent data network had little attention. Therefore, this research focuses on radio 
duty cycle adjustment based on the CCA activity of ContikiMAC protocol to reduce 
idle-listening periods and false wakeUps [14]. 

A typical radio activity can be categorized in three states, namely sleep, wakeUp 
and idle-listening. It is very important to consider that most of the network time at each 
node is consumed in idle-listening, whereas the wakeUp period is the most power-
hogging of all. In a sleep mode, the radio is completely turned off and ideally, no power 
is wasted. The idle-listening period affects not only the time of radio wakeUp, but also 
its interval. A smaller CCA period may completely miss a transmission packet, whereas 
a larger CCA period may keep listening to channel availability, even when there is no 
activity. The wakeUps are normally associated with the timings on the radio devices. A 
positive wakeUp will enable the device to perform CCA check and proceed with 
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communications. On the other hand, a false WakeUp may keep the radio on looking for 
transmission, when there isn’t any, thus puts a strong emphasis on CCA period to be 
adequate to report the optimum RSSI thresholds. 

WSNs have seen a lot of Operating Systems (OS) offerings that support low-
power operation. In this research, we utilized Contiki OS [15], which is a 
lightweight WSN OS mainly for reasons as follows: 

• Lightweight operating system supporting multiple hardware architectures. 
• Ability to simulate the protocols using Cooja Simulator that emulates the 

actual device drivers. 
• Open-source structure, that helps with rapid prototyping and practical 

implementations. 

Most of the protocol implementation in Contiki OS favours immediate sleep, 
which helps to conserve energy between every sensing and relaying of node. In this 
research, Contiki-MAC protocol is used because it supports radio duty cycling for 
its low-power-listening mechanism. Contiki OS supports a radio duty cycling 
(RDC) layer to adjust the duty cycle of the radios by varying the Channel Check 
Rate (CCR) in its kernel. This allows to adjust the duty cycle per application basis.  

As this research focuses on infrequent data networks, ideally, the duty cycle 
should be lowered. First, we measure the impact of uniform versus non-uniform 
data nature in a dynamic environment on ContikiMAC’s performance. The 
performance degradation of ContikiMAC for bursty network with non-uniform 
packets establishes to focus on low-duty cycled infrequent data network for this 
research and a fixed CCR for the next stage. Next, with a fixed lower CCR (to 
further reduce power), we focus on MAC layers adjustments to improve the CCA 
time to keep the nodes for maximum amount of time in sleep mode and minimum 
in wakeUps. In addition, the effect of proposed scheme is investigated over multiple 
network topologies to report the performance and energy consumption metrics. 
Finally, the proposed scheme is deployed on Texas Instrument’s TI CC1350 
platform to observe the performance improvements.   

The rest of the paper is organized as follows. Section 2 features the related work 
in this domain. Section 3 presents the simulation network, the network model, and 
its attributes. Section 4 highlights the challenges and limitations of ContikiMAC. 
In section 5, the proposed method is thoroughly discussed. Section 6 provides the 
simulations carried out to compare the newly proposed extension to ContikiMAC. 
Section 7 concludes our work and provides directions for future work. 

2.  Related Works 
Node power management is by far the most studied topic in WSN domain, which 
demands not only power conservation, but also modelling and estimation to 
effectively predict the node lifetime. This further enhances the application specific 
scenarios in IoT domain, where a node can be assigned various or limited 
functionality based on its computational capacity and active lifetime. In some of 
urban and office deployment scenarios, the 802.15.4 compliant radios experience 
severe interference from other mediums such as WiFi, smart phones that uses radio 
communications on the same 2.4 and 5 GHz bands, as per IEEE 802.11 standards 
[16]. In such cases, the received signal strength indicator (RSSI) is always noisy 
due to the presence of interference on the same radio channels. Such applications, 
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require adaptive adjustment of LPL-RSSI threshold levels to avoid false wakeUPs 
as given in [17]. 

Raza et al. [18] focused on dynamic power management of the WSN nodes in 
idle period to estimate the power thresholds and keep the nodes in low power states. 
The received power levels were then utilized in asynchronous mode to intelligently 
sense the power profiles, which further enabled the opportunistic wake and sleep 
of hardware. Sakya et al. [19] in their research focused on an energy-efficient MAC 
protocol for mission critical WSN applications such as environment monitoring, 
disaster alerts and health-care etc. where high data streams are required to be 
relayed with minimum latency over an estimated and larger span of device life. The 
proposed model takes a two-tier approach where the node with maximum message 
queue and maximum energy amongst its neighbours is selected as a cluster head. 
Later, with a robust regression analysis, nodes with adequate energy are selected to 
be part of this virtual cluster and participate in transmission. In [20], a low-power 
On-Off Keying (OOK) based transceiver is used to flood the wake-up timings 
across the network in asynchronous mode. The simplified radio transceiver 
designed helped to mitigate hardware complexities whereas the network flooding 
further simplified cross-layer protocol complexities.  

Shamna et al. [21] proposed a cooperative communication scheme at MAC 
layer for multi-hop WSN to improve throughput as well as network lifetime by 
utilizing multi-rate capability of IEEE 802.11 networks. The proposed algorithm 
actively probes the channel and neighboring nodes for channel condition and 
disseminates the packets based on either direct-path or co-ordinated multi-hop path, 
whichever supports higher data-rate and energy profile for the communication. DS-
MAC [22] proposes an adaptive duty cycle adjustment scheme where the duty 
cycling is adjusted asynchronously based on the amount of data received. This 
scheme is particularly important in lower-data rate or infrequent data driven WSNs. 
The transmitting nodes sends the wake-UP prediction time in Acknowledgement 
(ACK) headers, which further simplifies the need to actively monitor the channel 
for incoming transmission.  

In [23] data aggregation techniques are implemented to eliminate the need for 
multiple sparse transmissions across WSN. The energy-aware algorithm at routing 
layer picks the best path for transmission based on the energy-profile, whereas the 
aggregation-MAC aggregates and assembles the packets and transmits in a stream. 
Data aggregation schemes perform significantly well in low-to-medium data-rate 
traffics where energy and latencies can be balanced. In [24], Barnawi adopts a very 
unique data-aggregation approach for WSN. The proposed scheme adopts Time 
Division Multiple Access (TDMA) based scheduling where data is aggregated in 
small sized packets. Zikria et.al [25] adopted a cognitive radio based scheme for 
legacy IEEE 802.11 MAC protocol for better channel selection and utilization. 

Wu et al. [26] utilized the cognitive radio and estimated the transmit power 
based on the availability of available spectrum in every channel. In a cognitive radio 
(CR) scheme, Primary Users (PU) release the spectrum which is opportunistically 
utilized by Secondary Users (SU). This proposed scheme efficiently monitors the 
power control based on spectrum occupancy in every channel. The above-
mentioned schemes utilize both IEEE 802.11 as well as IEEE 802.15.4 MAC 
protocols mostly because of the similar radio frequencies, latency and timing 
requirements and CCA estimations at the MAC layer [27].  
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The non-coherent energy detection in packets is another effective technique for 
clear channel assessments. The RSSI of received packets are measured over the 
prescribed symbol length, that is used to identify the availability of the channel. 
IEEE 802.15.4 protocol provides flexibility in symbol detection time where a 
maximum symbol detection time of 8 symbol periods is recommended. However, 
IEEE 802.15.4 based implementation observe various symbol detection-based 
periods due to hardware constraints. Many researchers investigated the accuracy of 
idle channel availability by varying the CCA symbol period. In [28], the researchers 
proposed an adaptive CCA algorithm for channel monitoring. The proposed 
algorithm adaptively adjusts the symbol period window length during low and high 
traffic patterns. Their results improved channel detection accuracy as well as the 
overall power consumption by spending less time in channel monitoring. However, 
it can be argued that the proposed algorithm can only function for fixed interval, 
fixed, and lower data-rate applications. Similarly, Amirinasab et al. [29], proposed 
a light-weight CCA algorithm where dynamic RSSI calculations are made to adjust 
the CCA symbol period length. The proposed scheme reduced the radio duty cycle 
that helped to improve the node power consumption. However, the impact of 
various data-rates and network architectures were not reported in their study, that 
could potentially affect the performance of their proposed algorithm. 

In this article, the proposed model focused on low-to-medium data rate 
application for infrequent event driven network where high throughput is not 
required. Contiki-MAC CCA is improved to have lesser false wakeUPs and idle-
listening CCAs which can further improve the network’s lifetime. Cooja simulator 
emulates the actual hardware code, which were implemented on low-power IEEE 
802.15.4 radio, including Texas Instrument TI CC 224x, CC13xx platforms [30] in 
a small-scale lab environment.  

3.  Simulation Environment 
In this study we have used the Contiki OS version 3.0 as the WSN OS on a virtual 
machine. Contiki is an open-source operating system for constrained devices and 
supports multi-tasking, networking with complete TCP/IP stack, low-power 
routing and MAC protocols and can compile the code for multiple hardware 
architecture types including ARM, PIC, MSP430 and the ability to port on 8051 
based systems as well. The native code can be compiled on any hardware 
architecture which can be then emulated in its Cooja simulator, which provides a 
graphical user interface (GUI) to perform various WSN based tasks. In these 
simulations, we have used CollectView and PowerTrace modules in Cooja to 
analyse different simulation parameters as well as Energest module for software-
based estimation on node power consumption.  

3.1.  Node requirements 
A T-mote sky platform is used in this study which is designed on Texas Instruments 
TI MSP430 platform. The on-board crystal oscillator on MSP430 based sky mote 
runs at 32 kHz frequency, which can be programmed in the increasing power of 2 
(20, 21, 22, 23, 24, 25) [31]. The sky mote uses TI CC2240 low-power chip as the 
transceiver that operates at 2.4 GHz. 

The MSP430 microcontroller controls the CC2240 transceiver through a Serial 
Peripheral Interface (SPI) [32]. 
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Based on the Contiki OS driver for T-mote sky platform, the transceiver chip 
can be programmed to adjust for CCA as well as RSSI, where: 
i. CC2420 records RSSI thresholds for a minimum of 8 symbols period (128 µs) [33]. 

ii. CCA utilizes the average RSSI value and validates it with the threshold, which 
is programmable during compile time. 

The Energest module uses CPU ticks to convert the CPU seconds into the 
resolution of the platform which is usually in milliseconds. The programmable 
Energest software-module estimates the total power available on a node which is 
based on the following: 
i. CPU Time (with radios turned off) 

ii. Low-Power-Mode LPM (node sleep mode) 
iii. Transmit Tx and Receive Rx mode 

The overall power estimation for a node at a given time, is calculated based on 
the energy available on a node as given in Eq. (1). 

𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = 𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶 + 𝐸𝐸𝐿𝐿𝐶𝐶𝐿𝐿 + 𝐸𝐸𝑇𝑇𝑇𝑇 + 𝐸𝐸𝑅𝑅𝑇𝑇                                                                    (1) 

The actual T-mote sky hardware energy profile from the manufacturer is given 
in Table 1.  

Table 1. T-mote sky platform energy profile [32]. 
Parameter Node State Value 
VCC Node Supply Voltage 3 V 
E_CPU MCU on, Radio off 1.8 mW 
E_LPM MCU in sleep, radio off 0.054 mW 
E_Tx MCU on, Tx mode 17.7 mW 
E_Rx MCU on, Rx mode 20 mW 

The algorithm looks for the current state of every node based on the difference 
in energy levels in its previous corresponding state. This Energest code routine is 
then implemented throughout the simulations to get real-time node power 
consumption statistics. These system parameters are then compared to every next 
recorded node value based on the sequence timer and the current residual node 
energy is calculated based on the following algorithm as given below. 
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3.2.  Network requirements 
The behaviour of ContikiMAC for variable duty cycle rates including (low, high, 
and non-uniform) with varying CCRs is investigated. In a multi-hop mesh network 
topology with non-uniform packet rate, the channel suffers a lot of radio 
interference as well as timing issues. Therefore, a mesh network topology based on 
20 network nodes is established that places sky motes on 1 km2, where each node 
has a 125m maximum transmission range, as per the manufacturer data sheet and 
is given in Fig. 1. 

 
Fig. 1. Network topology for simulation scenario 1. 

ContikiMAC protocol is investigated with its radio duty cycling (RDC) layer 
configured for multiple CCR ranging from 4 Hz to 32Hz. The network performance 
is measured in terms of the packet delivery ratio (PDR) for different duty cycles for 
all three scenarios. In this mesh topology, node 1 -19 act as random source nodes 
whereas node 20 is selected as the sink node. The network is fully meshed, which 
means that nodes relay their packets towards the sink node to form a fully 
converged topology. The power consumption estimates are made on every node, 
whereas the successful packet delivery ratio (PDR) is obtained from the sink node. 
The network, CCR and packet rate configurations are given in Table 2. 

Table 2. Network configurations for Contiki-MAC variable packet rate test. 
Parameter Description Configuration 
WSN Node Platform T-mote Sky 
Coverage Area 1 km2 
Range 125m 
Protocol Contiki-MAC with RDC 
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Channel Check Rate 

a). Low CCR 
     4HZ 
b). High CCR 
     32 HZ 

c). Non-Uniform 
Nodes 2-6  4Hz 
Nodes 7-11  8Hz 
Nodes 12-16  16 Hz 
Nodes 17-20  32 Hz 

Packet Rate 1/10, 1/5,1,5,10 per second 
Source Nodes 1 – 19 
Sink Node 20 

The simulation environment is tested for the duty cycling impacts on a uniform 
as well non-uniform data on a meshed network, these results are discussed in the 
section that highlights some of the challenged in ContikiMAC for a non-uniform 
rate environment. These results will then pave way for our next set of assumptions 
for the proposed model that simulates ContikiMAC in a uniform environment, 
whereby only CCA rates and associated performance analysis in reported in 
Sections 5 and 6, respectively.  

4.  Challenges in ContikiMAC 
The results divide the trends for all three scenarios from low to higher packet rates. 
It is observed, that as soon as the packet rates are increased, in Low-CCR based 
simulations, the network struggles to maintain the desired CCA frequency which 
results in the loss of packets and therefore drops the overall performance of the 
network. High-CCR scenarios perform comparatively better even when packet 
rates are increased due to its high CCA rates and ability to transfer the packets. 
However, as soon as the packet rate is increased closed to the boundary of packet 
intervals, the PDR performance drops significantly. On the other hand, the non-
uniform CCR based distribution trends shows almost the same pattern where they 
perform better when the packet rate is closed to the interval period. These results 
are summarized in Fig. 2. 

On the other hand, it is also very important to understand the power management 
and efficiency requirements for these resource constrained devices. In order to 
maintain the desired performance metric and keep the power consumption minimum 
the nodes must reduce their duty cycle. In these simulations, it is observed that the 
network, in terms of duty cycle, perform the best for low-CCR values. High and non-
uniform provides reduced performance as soon as the CCR rate is increased, which 
requires to frequently monitor the channel for transmission as shown in Fig. 3.  
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Fig. 2. Average PDR values versus packet rates. 

 
Fig. 3. Average duty cycle for variable CCR across packet rates. 

Lastly, it is clear that ContikiMAC struggles to maintain its duty cycle when 
using non-uniform packet rates as it periodically looks for channel availability. 
With variations in packet rate, the protocol struggles to adjust its CCA intervals and 
records very high duty cycles for both idle-listening and transmission stages. 
Therefore, even with the ability to utilize the RDC layer on ContikiMAC, the 
protocol cannot adapt to the bursty nature of the channel and is most suited towards 
low-to-medium or infrequent data driven WSNs. This unpredictable behaviour 
forms the basis of our next assumption, where a simulation model is perceived for 
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a uniform packet rate, fixed CCR ContikiMAC extension design that focuses on 
CCA values to improve the behaviour of the protocol. 

5. Proposed Method 
The proposed method investigates the effect of CCA adjustment on a low data-rate 
densely populated network. To this end, two network topologies were established 
to investigate false-wakeups and idle-listening time effects on aggregation nodes. 
In these experiments the emphasis was placed on selecting the number of 
aggregator nodes, whereas the source nodes were positioned randomly. A total of 
five simulations were performed for each network topology with various source 
nodes placement over 500 m2 distance. The performance evaluation is then based 
on the average resource utilization for all network topologies. The network 
topology with the single aggregator node is presented in Fig. 4.  

 
Fig. 4. Network topology with single aggregator node. 

As mentioned in Section 3, the network can be programmed to have CCR up to 
32 kHz, in these experiments a medium CCR value of 16 kHz is used because these 
rates are closed to symbol intervals and are susceptible to performance variations. 
Nodes 1-18 are used as source nodes, node 19 as aggregator node, whereas node 
20 is used as a sink as well as RPL-border node. All the nodes have NULL_RDC 
configured, which would allow the nodes to stay powered on during the entire 
simulation period without changing its duty cycle. In the case of channel activity, 
the resource and power utilizations are monitored on each node. The successful 
packets are then relayed to node 20 which acts as a border gateway sink to complete 
the transaction. As node 19 appears as an aggregator that finally relays all the 
received packets to the sink, it is therefore our preferable choice to compute all 
energy and performance calculations on this node. In addition, nodes 1-17 were 
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configured as source nodes, whereas nodes 18,19 were configured as the network 
aggregator nodes as based on the network topology given by Fig. 5.  

 
Fig. 5. Network topology with multiple aggregator nodes. 

The experimental investigations were carried out on the aggregator nodes for 
energy and power consumption. These network topologies will be referred to as 
Network A and B, throughout this article. The network topologies may differ in 
node placement; however, the protocol configuration is consistent throughout the 
investigations. Table 3 describes the protocol configuration for each layer, during 
the study. 

Table 3. Network configurations across multiple layers. 
Layer Protocol Configuration 
Application Null CollectView 

PowerTracer 
Custom Energest Algorithm 

Transport UDP standard 
Network RPL/IPV6 standard 
Adaptation 6LowPAN Border router 
Data Link CSMA standard 
Radio Duty Cycling Contiki-MAC Null_RDC 

In this simulation, the RPL protocol will automatically form a network topology 
by exchanging ICMP packets, whereas the 6LowPan layer will favour the exchange 
of IPV6 packets from the source to the sink. The ContikiMAC will perform its 
standard MAC layer functions by constantly monitoring the channel for activity 
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[34]. This simulation will utilize the node power requirements from Table 1 as well 
as the network configurations for Contiki as given in Table 4 below. 

Table 4. Idle listening and sleep period timings from Contiki OS. 

Function CPU Time Units 
(ms) 

CCA_CHECK_TIME 32768/8192 0.4 
 

CCA_SLEEP_TIME (32768/2000) +1 1.7 
MAX_NONACTIVITY_
PERIODS 

10x(CCA_CHECK_TIME+CCA_SLEEP_TI
ME) 

21 

ContikiMAC utilizes the period between CCA_CHECK_TIME and 
CCA_SLEEP_TIME to record the activity whereas 
MAX_NONACTIVITY_PERIODS estimates the time between radio activities 
while idly listening to the channel. It is this time interval which is later used to 
calculate false WakeUPs between activity periods. The CCA_CHECK_TIME is 
normally dependent on the hardware where this timing field is utilized to perform 
CCA checks. In this example, the hardware clock works on 32 kHz, so to calculate 
the CPU Ticks or resolution Contiki OS divides the timer by 4 to obtain ticks per 
second, which for MSP430 platform turns out to be 8192 ticks. Thus, it is important 
to estimate the idle and false listening times per node basis to estimate the original 
performance of ContikiMAC. The first simulation run in this scenario is carried out 
for 5 minutes and a timing response from several nodes is measured as given in 
Table 5. 

Table 5. Idle-listening and false wake-up times of nodes. 
Node False WakeUp Idle Listening 

Network A 
19 104 11,278 
13 209 11,947 
15 179 12,959 
3 97 11,413 

Network B 
18 97 12,458 
19 89 12,908 
7 198 11,004 

11 135 11,872 
2 205 11,102 

The total time spent by node 19 (Network A) in false wakeUps and idle listening 
is computed using Tables 4 and 5 and is reported in Eq. (2) as. 

𝑇𝑇𝑛𝑛𝑇𝑇𝑛𝑛𝑛𝑛19 =  𝑇𝑇𝑖𝑖𝑛𝑛𝑇𝑇𝑛𝑛 +  𝑇𝑇𝑓𝑓𝑇𝑇𝑇𝑇𝑓𝑓𝑛𝑛𝑓𝑓𝑇𝑇𝑓𝑓𝑛𝑛𝐶𝐶𝑓𝑓𝑇𝑇𝑛𝑛𝑇𝑇𝑛𝑛𝑛𝑛 𝑛𝑛𝑇𝑇𝑛𝑛−𝑇𝑇𝑎𝑎𝑇𝑇𝑖𝑖𝑎𝑎𝑛𝑛 𝑓𝑓𝑛𝑛𝑝𝑝𝑖𝑖𝑇𝑇𝑛𝑛               (2) 
𝑇𝑇𝑛𝑛𝑇𝑇𝑛𝑛𝑛𝑛19 = 11278 + (104)(21) = 13462 𝑚𝑚𝑚𝑚 

Similarly, the total time spent by aggregator nodes (18, 19) for Network B were 
calculated to be, 14,495 and 14,777 ms respectively.  
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5.1  RSSI estimation and verified time interval 
The CC2420 requires 8 symbol periods to successfully make CCA calculations. 
However, the ContikiMAC spends more time in CCA for approximately 20 
symbols period. These RSSI time check corresponds to t_RSSI = 0.128 ms (8 
symbols) and 𝑇𝑇𝑎𝑎𝑛𝑛𝑝𝑝𝑖𝑖𝑓𝑓𝑣𝑣= 0.32 ms (20 symbols) as given in [15], where,  

𝑇𝑇𝑎𝑎𝑛𝑛𝑝𝑝𝑖𝑖𝑓𝑓𝑣𝑣 =  𝑅𝑅𝑇𝑇𝑅𝑅𝐿𝐿𝑅𝑅𝑅𝑅_𝑆𝑆𝑅𝑅𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆
10

                                             (3) 

Therefore, a ContikiMAC implementation requires 8 symbols for positive radio 
activity and another 20 for RSSI verification and idle listening. Due to this extended 
idle-listening period, the radio actively looks for channel activity where in fact, no 
activity is present and mostly that is when the radio falsely wakes up based on RSSI 
values due to interference or neighbouring node traffic in the channel, which further 
increases the node idle time and wastes energy. Figure 6 is a timeline from our 
simulation using ContikiMAC in Cooja, where some of these periods are highlighted. 

 

To address this long listening period, our proposed scheme adjusts the RSSI 
timer values in CC2420 drivers for Contiki OS, where 𝑇𝑇𝑎𝑎𝑛𝑛𝑝𝑝𝑖𝑖𝑓𝑓𝑣𝑣  are adjusted for 
offset and timing corrections. A brief code fragment from Contiki OS CC2420 
driver (cc2420.c) is presented in Table 6. 

As given in Table 6, the long symbol wait period for CCA validation is removed 
and an offset of one symbol period is used to avoid timing intersection.  

Table 6. ContikiMAC CCA adjustment. 
ContikiMAC ContikiMAC extension 

while(!(get_status() & 
status_bit) && 

RTIMER_CLOCK_LT(RTIMER_NO
W(), t0 + RTIMER_SECOND / 

10); 
 

while(!(get_status() & 
status_bit) && 

RTIMER_CLOCK_LT(RTIMER_NO
W(), t0 + 1); 
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6. Results and Discussions 

Using the network parameters defined in the previous section and algorithm 1 (as 
given in Section 3) is invoked in Energest module to compute the CPU ticks 
required for the node energy consumption based on Eq. (1). Contiki utilizes power 
trace module to estimate the time spent in each state. The time spent in each state 
for aggregator nodes for all network topologies were computed and compared 
against the default ContikiMAC implementations. The CPU tick intervals are 
presented in Table 7.  

Table 7. Comparison of average CPU ticks of aggregator nodes. 
Protocol CPU_Time LPM_Time Tx_Time Rx_Time 
Network A – Node 19 
Contiki-MAC 3898.12 31545.15 162.48 479.39 
Contiki-MAC 
extension 

4439.47 42746.72 144.63 498.27 

Network B – Node 18 
Contiki-MAC 
Extension 

3001.68 29127.03 127.98 163.87 

Network B – Node 19 
Contiki-MAC 
extension 

3612.48 30804.3 139.98 198.25 

The linear power estimation model [35, 36] is used to calculate the power 
consumed in each state by computing the current consumption over time in a certain 
state. The overall power consumption can be computed using Eq. (1). The 
following code fragment function (“Contiki/collect/sensorData.java”) from Contiki 
OS is invoked to compute the power consumption in a certain radio state.  

1 Public double getPower( ) 

2 { 

3 
Return (values [state_Time x E_state) / (values 
[Total_Time]); 

4 } 

where,  
State_Time is the time spent in each state (such as CPU_Time, LPM_Time, 
Rx_Time and Tx_Time) 
E_state is the current energy consumption reported from algorithm 1 in each state 
(such as E_CPU, E_LPM, E_Rx, E_Tx) 
Total_Time is the CPU time spent in ON and idle CPU states (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇_𝑇𝑇𝑖𝑖𝑇𝑇𝑛𝑛 =
 𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶_𝑇𝑇𝑖𝑖𝑇𝑇𝑛𝑛 + 𝑇𝑇𝐿𝐿𝐶𝐶𝐿𝐿_𝑇𝑇𝑖𝑖𝑇𝑇𝑛𝑛) 

These estimates are mathematically given in Eqs. (4) to (7) and are used to 
compute average power consumption in each state, which is later used in eq.1 to 
compute the total power drawn for the node during the simulation period. 

𝐸𝐸_𝐶𝐶𝐶𝐶𝐶𝐶 =  
𝐶𝐶𝐶𝐶𝐶𝐶_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇 ×  𝑉𝑉𝐶𝐶𝐶𝐶 ×  𝐸𝐸_𝐶𝐶𝐶𝐶𝐶𝐶
𝐶𝐶𝐶𝐶𝐶𝐶_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇 + 𝐿𝐿𝐶𝐶𝐿𝐿_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇

                                                                   (4) 

𝐸𝐸_𝐿𝐿𝐶𝐶𝐿𝐿 =  
𝐿𝐿𝐶𝐶𝐿𝐿_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇 ×  𝑉𝑉𝐶𝐶𝐶𝐶 ×  𝐸𝐸_𝐿𝐿𝐶𝐶𝐿𝐿
𝐶𝐶𝐶𝐶𝐶𝐶_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇 + 𝐿𝐿𝐶𝐶𝐿𝐿_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇

                                                                  (5) 
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𝐸𝐸_𝑇𝑇𝑇𝑇 =  
𝑇𝑇𝑇𝑇_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇 ×  𝑉𝑉𝐶𝐶𝐶𝐶 ×  𝐸𝐸_𝑇𝑇𝑇𝑇
𝐶𝐶𝐶𝐶𝐶𝐶_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇 + 𝐿𝐿𝐶𝐶𝐿𝐿_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇

                                                                            (6) 

𝐸𝐸_𝑅𝑅𝑅𝑅 =  
𝑅𝑅𝑇𝑇_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇 ×  𝑉𝑉𝐶𝐶𝐶𝐶 ×  𝐸𝐸_𝑅𝑅𝑇𝑇
𝐶𝐶𝐶𝐶𝐶𝐶_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇 + 𝐿𝐿𝐶𝐶𝐿𝐿_𝑇𝑇𝑇𝑇𝑚𝑚𝑇𝑇

                                                                            (7) 

The above results show that for low-to-medium rates on the simulated networks, 
there is a slight increase in CPU as well as LPM_time. However, because the radios 
are in low power mode and only consume a fraction of the power as compared to 
transmission states, the overall effect on power consumption is significantly low. 
However, a significant improvement in Rx_Time is observed which will improve 
the overall power consumption. Texas Instrument (TI) development boards 
CC1352R were configured with the proposed algorithm to monitor the node power 
consumption. TI Code Composer Studio with EnergyTrace module was used to 
observe the packet exchange between source, aggregator and sink nodes for both 
network topologies. The experimental setup is presented in Fig. 7.  

 
Fig. 7. Experimental setup to measure energy  

consumption on IEEE 802.15.4 based TI CC1352 boards. 

The network simulations were carried out for a period of 8 hours each, where, 
the average power consumption, node wakeup and idle-listening times were record 
for each network topology. These power consumption estimations utilized Eq. (1) 
and Eqs. (4) to (7), which are given in Table 8 and Fig. 8. 

Table 8. Average power consumption (mW) of aggregator nodes. 

Protocol E_CPU E_LPM E_Tx E_Rx ETotal PDR 
(%) 

Contiki-MAC 0.59 0.145 0.243 0.811 1.789 99 
Network A – Node 19 

Contiki-MAC 
extension 

0.59 0.178 0.213 0.609 1.59 99 

Network B – Average of Node 18 and 19 
Contiki-MAC 
extension 

0.534 0.148 0.212 0.325 1.219 99 

The proposed method with a single aggregator node reports slight improvement 
over ContikiMAC in terms of Rx and Tx (mW) power consumption of the nodes. 
However, as the number of aggregator nodes was increased, a significant overall 
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power reduction was observed. It is important to mention that in real-world 
deployment scenario there is a limited control over source node placements, 
therefore, its impact cannot be accurately investigated. However, the positioning, 
and number of aggregator nodes is important. The results from Tables 7 and 8, 
clearly indicate that by the addition of aggregator node, the network is load-
balanced resulting in lesser collisions, thus, reduced power consumption. It is also 
noteworthy, that the effect of CCA adjustments with multiple aggregator nodes 
reduces false wakeups, thus resulting in increased network lifetime. Finally, with 
the addition of multiple aggregator nodes, the network can be logically segmented 
that could help in provided multiple data routing paths for improved network 
convergence and reliability.  

 
Fig. 8. Average power consumption (mW) of aggregator nodes. 

The performance metrics using PDR suggests that for uniform infrequent packet 
rates, the proposed scheme performs well and can maintain a very high delivery 
ratio. The effect of CCA estimation, backoffs effects the PDR and in case of poor 
packet delivery performance, a re-transmission occurs which causes an additional 
overhead, thus consuming additional power. The linear power estimation is a 
simple and straight forward technique to estimate the available node power. In a 
simulation environment this technique can be utilized to estimate the power 
consumption in each state with little to no effect from the node available voltages. 
However, with the actual hardware, the linear estimation model suffers from the 
variance in voltage levels over time as the trend is not linear. It is also important to 
consider that the type of batteries also affect the power drawn and hence changes 
the power estimation [35, 37]. However, in this research as the battery voltages are 
simulated using Cooja simulator, the linear estimation model performs well.  

Similarly, by varying the data rates (from low to high) the proposed scheme was 
implemented in the same simulation environment to observe the power 
consumption trends as given in Fig. 9. The transmission data rate was increased in 
the powers of 2^n, where n holds the positive integer values. The proposed scheme 
performs better as compared to the ContikiMAC for lower data transmission rates. 
It is observed that from low to medium data rates, the scheme provides marginal 
improvements over the ContikiMAC, however, for higher data transmission rates 
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the average energy consumption increases slightly due to overlapping CCAs, 
backoffs and retransmission time intervals. 

 
Fig. 9. Average energy consumption over variable data transmission rates. 

7. Conclusion and Future Work 

Modern IoT devices are being rapidly deployed in almost every sector these days. 
One of the most fundamental requirements is close to zero maintenance, improved 
lifespan and consistent data gathering. Most of these requirements require a low-
power hardware operation so that these devices can last longer. IEEE 802.15.4 
compliant radios are already power efficient devices but in order to improve the 
lifespan, these devices need to be optimized and tuned per application basis. These 
requirements are normally fulfilled at MAC and associated cross-layer protocols 
by adjusting the radio duty cycle of these radios. In this research we focused on 
ContikiMAC protocol for WSN using Contiki OS which is an open-source 
operating system for constrained devices. To optimize the power performance of 
ContikiMAC we first established a scenario where this protocol might not work at 
its best. It was investigated that ContikiMAC protocol struggles to deliver efficient 
results in a non-uniform packet rate environment. The simulation results clearly 
outlined that at higher packet rates, the protocol demands higher channel check 
rates which inherently requires to increase its radio duty cycling and thus making 
it less power efficient.  

These assumptions then helped to build a WSN network model with uniform 
packet rate among all nodes. Sky motes were simulated in Cooja environment. The 
proposed scheme involved adjusting the CCA timings in ContikiMAC to avoid 
unnecessary symbol delays to validate the receive RSSI during channel inactive 
periods. Cooja simulator’s Energest module was re-written to report the power 
changes per node basis during the simulation. Later, using Cooja’s CollectView, 
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node parameters were recorded. The proposed scheme provided slight 
improvements in power conservation as compared to ContikiMAC. The proposed 
scheme also helped to reduce false wakeUPs due to which the nodes returned to 
sleep immediately and therefore with next positive wakeUP period, the results 
showed a reduction in Rx times. The proposed scheme can be further extended in 
future work for higher data rates, different node density and network composition 
as well as adaptive CCA timing adjustments for any data rate and network payload.  

 

Nomenclatures 
 
ECPU Energy consumed in the nominal state 
ELPM Energy consumed in the low power listening state 
ETotal Total Energy consumed by the nodes 
ETX Energy consumed in the radio transmission state 
ERX Energy consumed in the radio receive state 
Tnode Total time spent by the node in a particular state 
Tverify Time verification interval for RSSI measurement 
VCC Node nominal supply voltage 
 
Abbreviations 

ACK Acknowledgement 
ARM Advanced RISC Machines 
CR Cognitive Radio 
CCA Clear Channel Assessment 
CCR Channel Check Rate 
CPU Central Processing Unit 
GUI Graphical User Interface 
IEEE The Institute of Electrical and Electronics Engineers 
ICMP Internet Control Message Protocol 
IoT Internet of Things 
MAC Medium Access Control 
MSP Mixed Signals Processors 
OOK On-Off Keying 
OS Operating System 
PDR Packet Delivery Ratio 
PIC Peripheral Interface Controller 
PU Primary User 
RDC Radio Duty Cycling 
RPL Routing Protocol for Low-Power and Lossy Networks 
RSSI Received Signal Strength Indicator 
SU Secondary User 
TI Texas Instruments 
TDMA Time-division Multiple Access 
WSN Wireless Sensor Network 
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