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Abstract
This paper presents automated machine learning for solving a practical problem of a telco trouble ticket system. In particular, the paper's focus is on the classification of early resolution code from the trouble ticket dataset. The number of trouble tickets is rising every year due to the new challenges from the digital world. It is a challenging job to evaluate the vast content of the trouble tickets manually. Past trouble ticket contains essential information about the root cause and the resolution to each problem. The main contribution of providing the early resolution code for each new trouble ticket can significantly reduce Mean Time to Restore (MTTR) for the telco operation, thus improves customer satisfaction and minimize telco business and operation costs. The research methods include the existing traditional model and its modification towards the best accuracy. Automated Predictive Engine (AutoPE) improves the current traditional engineered model's classification accuracy from 5% to 38% when using the optimal performing solution by implementing AutoML and Grid Search. This solution uses multiple classifiers such as Random Forest, Deep Learning, Gradient Boosting, XGBoost, and Extremely Randomized Trees classifiers on a set of features based on various telco serviceable broadband zones and sampling size. Finally, compared to the baseline existing traditional engineered model, the best performing solution also improves the quality of classification for the early resolution code for the telco trouble tickets dataset.
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1. Introduction

Numerous hardware components are managed in telecommunications networks: servers, repeaters, hubs, routers, modems, switches, cables, gateways, bridges, sensors, interface cards, etc. There are so many possible links between components, and even more so when they are heterogeneous. For example, the cooling system directly links all the hardware installed in the room that regulates room temperature; a past event's failure may affect the current hardware output or may result. A fibre cut that disconnects many dependents in the mobile base stations and affects several clients is another common cause. This problem prohibits traditional programming approaches from explicitly associating past accidents with the root cause [1]. The incident management systems usually referred to as trouble ticket systems [2], are practiced as guidance by the technician to link all accidents. So, it is up to the technician to recognize these conditions and resolve them immediately. After many related accidents, technicians have invested a lot of time and money researching the real issue after correctly determining the root causes.

Meanwhile, these time inquiry attempts affect all other customers, making things more difficult. Machine learning approaches continue to be applied in a trouble ticket environment to assess new insights and automate the task in recent years. A major accident and thousands of incidents that can occur every day can impact vast internet infrastructure and spread to many customers. Such cases, however, cannot delay the steps taken, and necessary action must be taken. This paper extends the methodology of advanced machine learning, such as automated machine learning, to solve the industrial problems in the telco trouble tickets system. The methodology consists of five steps: data collection, evaluation of the dataset, feature engineering, machine learning modelling and classification, and the results, including the potential improvement. The methodology is applied in the area of trouble tickets system to cater to these problems.

This paper's contribution is the applied contribution of using the methodology of development to classify the resolution code for the telco trouble tickets using the automated machine learning framework. The investigated solution included the modification of the existing manual traditional machine learning algorithm application. The results from the analysis indicate a significant improvement in classifying the early resolution code. The accuracy of classification results improves from 5% to 38%, depending on the zone and sampling. The rest of the paper is organized as follows. Section 2 is a brief introduction to the related works. Section 3 is the methodology applied in this study. Results in detail are discussed in Section 4, and Section 5 concludes this study.

2. Related Works

2.1. Automated machine learning (AutoML) and traditional ML

In recent years, the automated machine learning [3] method has had a revival in the A.I. community, producing more powerful computational algorithms. Demand for experts in machine learning has outstripped availability amid the massive influx of people joining the industry. Developing user-friendly machine learning tools that non-experts can use to address this disparity has made considerable progress. The first efforts to streamline machine learning were to create open, coherent interfaces for various machine learning algorithms. All this makes AutoML an efficient A.I.
tool to classify early resolution code in this study. This work aims to deliver fully automated machine learning processes to improve trouble ticket classification [4] accuracy, reduce classification time, and enhance the model's quality. The AutoML decreases the steps into two-phase steps, as shown in Fig. 1. However, the traditional machine learning method needs different teams, beginning of data acquisition until predictions phase, affecting too much time before the proper model is successfully constructed.

Fig. 1. AutoML and traditional ML.

Throughout this study, the AutoML approach is applied to overcome previously described problems with multiple classification algorithms within the telecommunications network. As this is a real challenge to be used in an existing trouble ticket system of several thousand daily occurrences, the solution approaches performance issues of significant attention because response times are essential.

2.2. Early resolution code motivation

The trouble ticket system [5] manages accidents or faults on network components or customer related. Thousands of incidents occur every day, involving several network components. All network components must work together, and any breakdown in this connection would cause network services failure. The regular flow of events inside trouble ticket systems is as follows; if the monitoring module detects an anomaly within the network, the alarm is automatic will be triggered. The trouble ticket system produces a new ticket that displays the network components' anomaly, as displayed in Fig. 2.

The ticket is sent directly to a team of trained engineers and technicians reviewing the ticket, and they attempt to fix it immediately. If the trouble tickets system can recognize the origin is the same symptom error code, creating a specific master-detail relationship may help locate the real cause by providing the early resolution code. This problem is critical to be addressed. Therefore, automated machine learning to the trouble ticket system is required in this study to minimize these errors. The motivation by having early resolution code classification helps the technicians focus on the area with higher chances to resolved it like before.
Some other previous works and gap analysis that applied machine learning in the trouble tickets study are summarized in the following Table 1.

Table 1. Traditional ML on trouble ticket research gap.

<table>
<thead>
<tr>
<th>Journal</th>
<th>Algorithm</th>
<th>Limitation / Gap</th>
</tr>
</thead>
</table>
| Illuminating Trouble Tickets with Sublanguage Theory (2006) [6] | LibSVM | i. Implementing with a single traditional algorithm for such a massive task without parallelism.  
ii. SVM algorithm is not suitable for large data sets. SVM does not perform very well when the data set has more noise, or target classes are overlapping. |
| Knowledge Discovery from Trouble Ticketing Reports in A Large Telecommunication Company (2008) [7] | Decision Tree, Bayesian Network | i. Implementing multiple traditional algorithms manually without any hyperparameter settings.  
ii. No parameter tuning was found. |
ii. No option for parameter tuning was found.  
iii. Hierarchical clustering method cannot determine how many clusters is the most optimal. |
| A Bayesian Network Approach to Diagnosing the Root Cause of Failure from Trouble Tickets (2012) [1] | Bayesian Network | i. Implementing a single traditional algorithm for the classification of telco trouble tickets without achieving parallelism.  
ii. No significant explanation for the conditional probability links between different nodes makes the computational burden. |
ii. Large keyword processing requires parallel processing, which does not exist in the study.

### Predicting Network Faults Using Random Forest and C5.0 (2018) [10]

- **Random Forest, C.50**
  - i. Comparison of two traditional algorithms for prediction of a telco network fault.
  - ii. No option for parameter tuning was found.
  - iii. Does not apply any parallelism technique due to the limitation of the traditional algorithm capability.

Most of the previous works related to the trouble tickets applied various traditional machine learning algorithms to solve the dataset's multiclass problem. Multiclass problems are not recommended to be solved by a single traditional algorithm alone, leading to misapplication for some circumstances. Some of them have not applied any feature selection based on the objective of the research. Therefore, the nature of the trouble tickets dataset requires multiple algorithms to solve it simultaneously. The problem with feature engineering is that it needs high domain knowledge because it includes designing new features. Implementing automated machine learning is essential that these problems can be avoided and improved by selecting the best algorithm compatible with the dataset and the features selected.

### 3. Methodology

#### 3.1. Dataset

The current dataset used in this study was collected from four different sources, including Customer Internet Service Quality (CISQ) [11], Customer Internet Bandwidth (CIB) [12], Customer Trouble Ticket (CTT) [5], and Customer Profiles (CP) [13]. CTT collection contains various types of details relating to any network fault. The CISQ dataset contains several types of customer site support information. The CP dataset offers a detailed overview of the consumer's business based on their demographics, experiences, and product preferences. Finally, the CIB dataset provides different sources of knowledge on a particular internet connection's capacity and how data is transmitted from point to point. The summary of the data source for this research is illustrated in Fig. 3.

![Data Consolidation Method](image-url)

**Fig. 3. Data consolidation method.**
Additional information, such as the raw dataset, is streamed into the Hadoop Distributed File System (HDFS) repository [14] and updated daily for every hour. It is essential to address the sizing issues stored inside Hadoop due to Hadoop's ability to store unlimited data [15]. The consolidated dataset version is automatically created by Hadoop and stored in stratified sampling [16]. The predictive engine applies the stratified samples with the testing and validation process. The predictive values are applied for the next phase action, such as visualization and reporting. In Hadoop, each data aggregation function is performed to maintain the research dataset's enormous size, using its modular scalability architecture, faster computation, and embracing its tolerance to failure features. As Hadoop updates its latest dataset, the predictive engine will automatically apply it to classify the trouble ticket resolution codes. Due to a few indicators, such as training dataset consistency and sampling process, model prediction accuracy could be lower in the future. To ensure that the accuracy level is maintained at the target level, the predictive engine must automatically update its quarterly or reduce the classification accuracy level.

3.2. Sampling method

The stratified sampling approach is implemented in this study to ensure that each population subgroup receives proper sample representation. As a result, stratified random sampling provides more extensive population coverage and guarantees that all are included in the sampling. This sampling method also supports current research, which is ticket resolution code prediction, consisting of various groups. Figure 4 displays the resolution code class scatter plot. The resolution code class distribution seems to be disassembled and unbalanced, used by each region. For example, in zone Gombak, the resolution code "TM_CPE_IW_RJ45_Replaced" is applied regularly, and "NTT_resolved" is commonly applied in Zone Puchong.

![Fig. 4. Resolution code class distribution.](image_url)

This method also analyzes the class relationship(s) and focuses on a specific category within the class (i.e., resolution code and symptom error code). The stratified sampling is expected to achieve higher accuracy than Simple Random Sampling (SRS) [17]. This situation is due to the smaller variability in the
subgroups. The overall population dataset variance supports current research, which is ticket resolution code prediction, consisting of various groups.

### 3.3. Automated predictive engine (AutoPE)

The solution to these problems, a framework based on the methods described in earlier parts, called the Automated Predictive Engine (AutoPE), acts as an autonomous module from the trouble ticket system to simplify the building master-detail relationships and predict future resolution code. The resolution code is the final response code within the trouble ticket system. By getting this probability predicted code earlier, engineers and technicians will speed up each fault's troubleshooting guide. Previously, the resolution code is based on the same solution with the same symptom error. This study used the Document-Term-Matrix (DTM) method [18] to enable transposition of the term frequency to become variables for the classification process. To build the DTM tables, AutoPE has access to all past data and gathers synchronous events from the trouble ticket system, including creating a new and closed ticket. If unidentified events occur through a refreshed dataset, AutoPE can update the DTM structure. Figure 5 integration illustrates the methodology of how AutoPE is integrated with the trouble ticket system via a few phases. Technicians can now access the newly created problem ticket for the expected future classification code [19]. Finally, this analytics engine can have functionality on each problem's real scope and must be tested to maintain optimal accuracy with the trained and updated dataset version.

![Fig. 5. The methodology of AutoPE development.](image)

This work establishes and implements the classification model at a specific accuracy level. By using the model, the degree of classification accuracy is obtained and periodically observed. The solution is to rebuild the analytical model if the accuracy is below 70%. The classification approach applies only to the same model if it is less than acceptable. The accuracy of over 70% is accepted in this study field due to the large dataset. Due to a few factors, such as the quality of the training data set and the sampling procedure, including stratified random sampling, model accuracy could be lower. Data update frequency is quarterly. Hadoop compiles and merges the new dataset [20]. This rule is designed to ensure that the prediction engine can calculate the accuracy accepted by the current qualified dataset.

This study outlines the initiative to assist technicians and engineers in handling these conditions. The basic concept is to learn the relationship between elements automatically by observing what happened in the past, how network elements interrelate through direct events, or by coincidence through machine learning. This
Natural Language Processing (NLP) [21] related learning method is applied to the vast information gathered over the years to create a vector table for DTM keywords that expresses the likelihood of keywords used in a trouble ticket. These initial vector tables are then modified regularly with current information, as shown in Fig. 6. To build the DTM table, use the R source code below to create the document matrix. The DTM table will be linked to the current dataset, and each document term will become the variables themselves, keeping the word occurrences as each column weights. The different dataset zone will have different column magnitudes, depending on how many keywords each extract.

![Fig. 6. DTM keyword vector table.](image)

In Fig. 7, line number 91 indicates corporate representation and computing. Corpora is a collection of documents containing text, typically a natural language. A corpus has two metadata types. Corpus metadata contains corpus-specific metadata as tag-value pairs. Document-level metadata contains document-specific metadata but is retained as a corpus data frame. Lines 92 and 94 are a list of features omitted from the corpus. At line 96, the R function “DocumentTermMatrix” constructs or coerces into DTM format. Some additional parameter involves this process, such as removing punctuation, removing all numbers, and converting all characters to lower case for character generalization. Line 104 converts a data frame to a matrix format.

![Fig. 7. A DTM vector table creation.](image)

First, using R, the instance must start initializing a connection to the H2o components. Some critical parameters need to be passed to the h2o.init feature, such as threads (CPU) and min_mem_size. In this research, the thread input is set to -1, used by the H2o to measure all available CPU cores. For better results, the value for
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min_mem_size is set as 12 G.B., the minimum memory acquired for H2o. Figure 8, for example, line 38, acts as the instance shutdown for any H2o instance, and line 39 sets the H2o initialization with unlimited CPU and a minimum 12 G.B. memory. Line 40 is for converting to the H2o data frame from the source of the R data frame.

```r
37 h2o.shutdown(prompt = F)
38 h2o.init(min_mem_size = "12g", nthreads = -1)
40 df.h2o <- as.h2o(df)
41 dim(df.h2o)
```

Fig. 8. H2o initialization using R.

In this analysis, the basic specifications of hardware and software in the following Table 2: -

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xeon(R) W-2195 CPU @ 2.30GHz 36 Cores</td>
<td>Ubuntu-based Linux 16.04 (Zorin 12.4)</td>
</tr>
<tr>
<td>256 GB DDR4 RAM ECC</td>
<td>Oracle OpenJDK 1.8_0191</td>
</tr>
<tr>
<td>500 GB NVMe PCIe M.2 Hard Drive</td>
<td>CRAN (R) version 3.6.3</td>
</tr>
<tr>
<td>10 Gbps Network Card</td>
<td>H2o 3.30.0.1 R Library</td>
</tr>
<tr>
<td>Hyper-Threading Technology Enable</td>
<td>Cloudera CDH 6.1.0</td>
</tr>
</tbody>
</table>

The algorithms are built on top of the MapReduce framework [22] distributed with H2o and use the Java Fork / Join function for multi-threading by making this customized setup and making H2o core code written in Java. The data is read in parallel and distributed in a compressed way across the cluster and stored in a columnar memory format. These features accelerate the entire classification and prediction process.

3.4. AutoPE variable importance

Variable importance [23] is determined by calculating each variable's relative effect: either the variable to be distributed during the tree building phase, and how large the square error (overall trees) increased (reduced). In this study, a split ratio of 80 (train): 20 (test) with 5-Fold Cross-Validation (CV) [24] was chosen, as implemented in the H2o data collection. Due to the Pareto principles, which make it fairer, this current split ratio is determined, and the dataset also contains high instances and uncertainty on the target variables. Line 51 in Fig. 9 shows a 0.8 ratio of the H2o split function h2o.splitFrame implementation. Separation of the test and training datasets occurs in lines 52 and 53.

```r
50 set.seed(123)
51 parts <- h2o.splitFrame(df.h2o, ratios = 0.8, seed = 123)
52 df.train <- parts[1]
53 df.test <- parts[2]
54 supply(parts, nrow)
```

Fig. 9. H2o split ratio [80:20] using R.

For example, whenever H2o implements the Distributed Random Forest algorithm, it splits a node based on a numeric or categorical feature. The squared
error reduction assigned is the squared error difference between that node and its child nodes. The calculation assumes the following unbiased estimator below:

\[ \text{VAR} = \frac{1}{N} \sum_{i=0}^{N} (y_i - \bar{y})^2 \] (1)

Variance Eq. (1) is the function of a group of values is distributed from the centre of their distribution. The larger the variance, the greater the values. The less, the more conglomerated they are. The arithmetic mean (average) of square deviations from the sample dataset's arithmetic mean is computed as the variance.

\[ \text{SE} = \text{VAR} \times N = \left[ \frac{1}{N} \sum_{i=0}^{N} y_i^2 - N \times \bar{y}^2 \right] \times N = \left[ \sum_{i=0}^{N} \frac{y_i^2}{N} - \bar{y}^2 \right] \times N \] (2)

Squared Error Eq. (2) is the difference in squared error between that node and its children’s nodes. Figure 10 source code summarized how the Distributed Random Forest (DRF) algorithm implements the variable importance calculation for the selection method above. Some basic model training is required to learn the correct variable to predict the resolution code. The target variable called "y" as resolution code, and other columns are combined as "x" in line 63.

```
62 model.auto <- h2o.randomForest(y = "resolution_code", x = df.columns,
63   training_frame = df_train, seed = 123)
64 h2o.varimp(model.auto)
65 var.imp <- h2o.varimp(model.auto)
66 print(var.imp)
67 \%
68 var.imp <- var.imp %>% dplyr::filter(scaled_importance > 0.01)
69 write.csv(var.imp,"var_imp.csv",row.names = F)
```

Fig. 10. Generate variable importance table using R.

The example default seed in this experiment is 123. The seed is pseudo-random number generator initialization, and it is required in this DRF function. Changing the seed is useful for controlling the results with the same values while maintaining randomness and useful for debugging purposes. It also does not determine the classification performance while invoking the function. The h2o.varimp function at line 66 retrieves the list of variables to top-n significance. The variable value is determined by calculating each variable's relative effect: if that variable was selected during the splitting process and how much the Square Error (2) (overall trees) changed. Line 68 is how to filter only variables higher than 0.01. The image below shows the vector significance of Distributed Random Forest (DRF) [25].

In comparison, the raw variable is necessary after being scaled between 0 and 1. H2o shows each element’s value. Figure 11 illustrates the value of the numerical scale variable after DRF modelling. Examples of such network-related keywords as "advancenet", "route", "ssid", "netmask", and "supplied" were inherited from the DTM feature and became one of the significant variables. Each variable is significant, and the distribution was also determined. It also shows the distribution of essential variables within the dataset. High-significance variables are the essential factors, and their values influence the outcome.
3.5. AutoPE Grid (hyperparameter) search

Grid Search is an algorithm-used brute-force technique to train the model and test all possible hyperparameters. This method is an exhaustive analysis of the model's hyperparameter space, either entirely or by a subset. One of the most common ways of doing this is the k-Fold Cross-validation. The hyperparameter tuning strategies can be represented in mathematical formalism by finding the space required for the A procedures. Assume that each dimension of $A \in \mathbb{A}$ is a parameterization of the machine learning pipeline from data processing to model hyperparameter tuning. The process of AutoPE is focused on finding $A^*$ (4) to minimize the loss of trained dataset with joined of algorithms and the optimal hyperparameter values.

$$V^* = \arg\min_{A \in \mathbb{A}} \frac{1}{K} \sum_{i=1}^{K} \mathcal{L}(A, D^{(i)}_{\text{train}}, D^{(i)}_{\text{valid}})$$ (4)

$$\{D^{(1)}_{\text{train}}, \ldots, D^{(K)}_{\text{train}}\}$$ (5)

$$\{D^{(1)}_{\text{valid}}, \ldots, D^{(K)}_{\text{valid}}\}$$ (6)

$$\mathcal{L}(A, D^{(i)}_{\text{train}}, D^{(i)}_{\text{valid}})$$ (7)

Equations (5) and (6) is the train and validation set acquired by K-Fold CV, and Eq. (7) is the loss for pipeline $A$ data set ($i$) training and testing data set ($i$), which evaluated. AutoPE supports two types of grid search: conventional grid search ("Cartesian") and random grid search. Users define a set of values for each hyperparameter they want to look for in a Cartesian grid look. AutoPE will train a model for each hyperparameter value combination. It means that if the model has three hyperparameters and 5, 10, and 2 values are defined for each dimension, and the grid would have a total of $5 \times 10 \times 2$, which equals to 100 models.

The method defines the hyperparameter [26] space, and AutoPE will scan all permutations of hyperparameter values in the range. The process also defines a stop criterion in a grid search, which controls when the search is completed. By defining a maximum number of models or the highest number of times permitted for the
quest, the user may tell the random grid quest to stop. The user may also set a performance-metric-based stop criterion that stops searching for the random grid if the output stops improving by a given amount. Upon completion of the grid search, the user can search the grid object and sort the models by a standard output metric (for example, "Logloss", "RMSE", "MSE"). All models are in the H2o cluster and can be accessed by the name or model I.D. The h2o.getModel functionality can be accessed via R code. The model I.D. "DeepLearning_grid_1_AutoML_20200429_235947_model_2" with the naming convention is specified with "grid" which means this model has been adjusted to the AutoPE grid Search. During the hyperparameter search regression, the best parameters for this model were specified automatically. Line (10) shows the model I.D. "GBM_1_AutoML_20200429_235947" the Gradient Boosting Machine (GBM) model does not use the Grid Search. This condition could arise due to dimensionality, and it degenerates when determining the number of hyperparameters that expand exponentially. Often there is no guarantee that the Grid Search produces the ideal solution, and the Gradient Boosting (GBM) automatically discarded those features.

3.6. AutoPE classification method

The AutoPE object contains a leader board of models trained in the process, including the 5-Fold CV model (default), as shown in Fig. 12. CV is used to evaluate models’ predictive performance and evaluate how they perform outside the sample in a new data set, also known as test data. The folds used for the model assessment can be modified using the parameter nfolds, and then, the leader board will display scores on that dataset. A default metric ranks the models based on the mean per class error. This study is a multiclass classification problem [27]. The metric means the error per class will be the default matrix.

![Fig. 12. AutoPE results with cross-validation.](image)

For flexibility also some additional metrics are given, such as Logloss, Root Mean Square Error (RMSE), and Mean Squared Error (MSE), Training Time (ms), and Prediction Time per Row (ms). Log loss tests a classification model's output where the prediction input is a probability value of 0 to 1. The standard deviation of residuals (prediction errors) is RMSE and MSE is an estimator that calculates the error squares average. Other additional details, such as the training time and prediction time, have also been added. The training time is determined by how long it takes to approximate the relationship between inputs and outputs, i.e., the number of iterations that need to be made to obtain a sufficiently small loss (Logloss). This
process entirely depends on how complex the function is and how useful and noisy the sample data [28] are. Predictive time is more valuable if the time of training is finite, and comparable accuracy is. Figure 13 shows that the model I.D. "DeepLearning_grid_1_AutoML_20200429_235947_model_2" is utilizing Deep Learning (DL) algorithm at line 1 is the "leader model" of the AutoPE list and has the lowest Mean per Class Error, which is 0.496, with a log loss of 2.032, RMSE of 0.5, MSE of 0.25, 3633 (ms) for training time and 0.112 (ms) for prediction time per row. The model I.D. notation, this model of iteration, was explicitly trained using the Deep Learning (DL) algorithm in conjunction with the grid hyperparameter search function to find the model's optimum parameters in anticipation of the highest possible accuracy.

Fig. 13. Leader board list from AutoPE.

Figure 14 shows a table description that clearly describes some algorithms, such as Deep Learning (DL) [29], GBM [30], Extreme Gradient Boosting (XGBoost) [31], and Extremely Randomized Trees (XRT) [32], which is compatible with this trouble ticket dataset the model numbers produced, which are between 31 to 57. DL base algorithm is selected as the best among the algorithms because of its minimal mean Logloss value, mean RMSE, mean MSE, and smallest mean per class error.

Fig. 14. AutoPE supported algorithm.

The selection of the "leader model" from the leader board is essential to implement the prediction. The h2o.getModel function (line 122) is used to select the desired model and then position it in a variable's name. This variable name will access the model's properties, such as model I.D. (line 123), list of essential variables (line 124), and information about the fold assignment (line 125). More details on the method, as shown in Fig. 15.
Figure 15. Retrieving for the best model.

Figure 16 explains the H2o method used at (line 134) for \texttt{h2o.predict}. The prediction output is compared to the testing dataset, and the output is at (line 135) in the H2o table. For easier manipulation, the table output \texttt{h2o.table} is then forced into the R data structure \texttt{as.data.frame}. Using the function \texttt{h2o.confusionMatrix}, the output matrix is retrieved by forwarding the best model value and the test dataset. Finally, the resulting confusion matrix is created based on the performance value input (line 137-138).

![Fig. 15. Retrieving for the best model.]

![Fig. 16. Resolution code prediction using the best model.]

The confusion matrix is a matrix that shows the relation in a classification problem between observed and predicted values. In (line 142) is used to obtain the accuracy that derives from the confusion matrix. The R code decodes the string notation into a mathematical equation (\texttt{eval}) and calculates the optimal accuracy. The classification accuracy is the proportion of \textit{true positive} predictions divided by the total number of predictions made, multiplied by one hundred to become a percentage (line 144).

4. Results

A simple prototype that applies the techniques defined in this study was implemented by integrating with the existing trouble ticket system that manages many tickets daily. The trouble ticket repository reports anything related to switching, transmission, device, server, and customer-related problems. Tickets provide information on the affected element, information on failure, and management information (ticket identification, a technician in charge, dates, tasks performed). Whenever AutoPE's overall accuracy is lower than the stated threshold, the historical data must be assembled, and the model needs to be rebuilt. The earlier version of the AutoPE module shows that it provides the technicians with critical details to help them overcome the fault (predicted resolution code) and those network elements that may be affected by a specific malfunction, showing the problem's characteristics. To ensure that the study will be useful in the future, the final analysis result was discussed with the team on the field ground and with telco management.
Table 3 shows the results of the classification using AutoPE. Column "Zone" is the name of a specific zone group with trouble tickets related to high-speed internet deployment. Column "Algorithm" is the classifier list from the AutoPE classification results, "the leader". "Accuracy" is the percentage of the classification results. At the same time, "Time" is the amount of time taken to complete the classification process, the "Model" column is the number of the model created by the selected classifier, "Grid" column is the labelling for that classifier using the Grid Search method.

<table>
<thead>
<tr>
<th>Zone Name</th>
<th>Algorithm</th>
<th>Accuracy (%)</th>
<th>Time (Hours)</th>
<th>Total Model</th>
<th>Grid</th>
<th>Total Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>BANGI</td>
<td>GBM</td>
<td>72.5</td>
<td>0.5877</td>
<td>44</td>
<td>YES</td>
<td>2568</td>
</tr>
<tr>
<td>BANGSAR</td>
<td>DL</td>
<td>63.6</td>
<td>0.5620</td>
<td>107</td>
<td>YES</td>
<td>1581</td>
</tr>
<tr>
<td>B. ANGERIK</td>
<td>DL</td>
<td>73.8</td>
<td>0.5990</td>
<td>235</td>
<td>YES</td>
<td>1515</td>
</tr>
<tr>
<td>CYBERJAYA</td>
<td>GBM</td>
<td>75.0</td>
<td>0.5857</td>
<td>183</td>
<td>YES</td>
<td>3024</td>
</tr>
<tr>
<td>GOMBAK</td>
<td>DL</td>
<td>75.6</td>
<td>0.5629</td>
<td>93</td>
<td>YES</td>
<td>3519</td>
</tr>
<tr>
<td>KPG BATU</td>
<td>DL</td>
<td>81.9</td>
<td>1.252</td>
<td>29</td>
<td>YES</td>
<td>2377</td>
</tr>
<tr>
<td>KERAMAT</td>
<td>DL</td>
<td><strong>86.6</strong></td>
<td>1.114</td>
<td>33</td>
<td>YES</td>
<td>3306</td>
</tr>
<tr>
<td>KLANG</td>
<td>DL</td>
<td>70.1</td>
<td>0.5572</td>
<td>42</td>
<td>YES</td>
<td>2154</td>
</tr>
<tr>
<td>MALURI</td>
<td>XGBOOST</td>
<td>72.4</td>
<td>0.5740</td>
<td>28</td>
<td>YES</td>
<td>1341</td>
</tr>
<tr>
<td>PANDAN</td>
<td>GBM</td>
<td>77.3</td>
<td>0.5494</td>
<td>132</td>
<td>YES</td>
<td>1702</td>
</tr>
<tr>
<td>PUCHONG</td>
<td>DL</td>
<td><strong>66.7</strong></td>
<td>0.5691</td>
<td>95</td>
<td>YES</td>
<td>1986</td>
</tr>
<tr>
<td>SGB JAYA</td>
<td>DL</td>
<td>69.3</td>
<td>0.5806</td>
<td>52</td>
<td>YES</td>
<td>1550</td>
</tr>
<tr>
<td>S.A. BANTING</td>
<td>DL</td>
<td>79.5</td>
<td>1.127</td>
<td>35</td>
<td>YES</td>
<td>3623</td>
</tr>
<tr>
<td>TAR</td>
<td>DL</td>
<td>77.5</td>
<td>1.0893</td>
<td>83</td>
<td>YES</td>
<td>1498</td>
</tr>
<tr>
<td>TAMPOI</td>
<td>XGBOOST</td>
<td>73.3</td>
<td>1.4894</td>
<td>176</td>
<td>YES</td>
<td>1777</td>
</tr>
<tr>
<td>T. PETALING</td>
<td>DL</td>
<td>74.3</td>
<td>0.5816</td>
<td>34</td>
<td>YES</td>
<td>1209</td>
</tr>
<tr>
<td>TDI</td>
<td>DL</td>
<td>80.4</td>
<td>1.108</td>
<td>28</td>
<td>YES</td>
<td>3623</td>
</tr>
<tr>
<td><strong>ALL ZONE</strong></td>
<td>DRF</td>
<td><strong>79.5</strong></td>
<td>2.418</td>
<td>10</td>
<td>YES</td>
<td>38353</td>
</tr>
</tbody>
</table>

The table also reveals that the highest classification results are from Zone Keramat, which scores 86.6% accuracy, and the lowest score is 66.7% from Zone Puchong. The cause of the lower accuracy classification results may be that the sampling size is not large enough, or the sample dataset might contain noisy characteristics [19], and it may also not have sufficient variations in the dataset. There will be some investigations to determine the root cause, particularly in this zone. Finally, this study also attempts to predict the resolution code for the entire dataset (all zone) sizing of 38,353 records. The prediction accuracy scores 79.5% using the DRF classifier without the Grid Search, indicating that this dataset fits the classification method.

Without any hyperparameter tuning assistance, Table 4 shows the classification results using the traditional method of ML. Most of the accuracy is over 65 %, and the type of algorithm for each zone is selected randomly. The highest accuracy score is from the Keramat zone, which is 77.2%, and the lowest score is 54.5% accuracy from the Bangsar zone. Many of the algorithm scores are very low from the time taken for classification, which means that it took very minimal time to complete the classification process. The main reason is that the traditional method generated only one model per algorithm, and no hyperparameter tuning was involved. The entire zone classification system chosen for each compatible algorithm, such as GBM, DRF, DL, and XGBoost, is ideal for benchmarking the overall output for the entire 38,353 records. The standard DRF algorithm's performance is almost the same as the AutoPE results (DRF, 79.5 %), 79.4 %, and
uses no hyperparameter tuning (Grid = No). Thus, the DRF algorithm is selected for the traditional classification method.

### Table 4. Traditional ML (DRF) resolution code classification accuracy.

<table>
<thead>
<tr>
<th>Zone Name</th>
<th>Algorithm</th>
<th>Accuracy (%)</th>
<th>Time (Hours)</th>
<th>Total Model</th>
<th>Grid</th>
<th>Total Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>BANGI</td>
<td>DRF</td>
<td>64.7</td>
<td>0.0137</td>
<td>1</td>
<td>NO</td>
<td>2568</td>
</tr>
<tr>
<td>BANGSAR</td>
<td>DRF</td>
<td><strong>54.5</strong></td>
<td>0.0166</td>
<td>1</td>
<td>NO</td>
<td>1581</td>
</tr>
<tr>
<td>B. ANGERIK</td>
<td>DRF</td>
<td>66.7</td>
<td>0.0133</td>
<td>1</td>
<td>NO</td>
<td>1515</td>
</tr>
<tr>
<td>CYBERJAYA</td>
<td>DRF</td>
<td>66.7</td>
<td>0.0211</td>
<td>1</td>
<td>NO</td>
<td>3024</td>
</tr>
<tr>
<td>GOMBAK</td>
<td>DRF</td>
<td>65.1</td>
<td>0.0148</td>
<td>1</td>
<td>NO</td>
<td>3519</td>
</tr>
<tr>
<td>KP BATU</td>
<td>DRF</td>
<td>59.1</td>
<td>0.0662</td>
<td>1</td>
<td>NO</td>
<td>2377</td>
</tr>
<tr>
<td>KERAMAT</td>
<td>DRF</td>
<td><strong>77.2</strong></td>
<td>0.0220</td>
<td>1</td>
<td>NO</td>
<td>3306</td>
</tr>
<tr>
<td>KLANG</td>
<td>DRF</td>
<td>62.1</td>
<td>0.0568</td>
<td>1</td>
<td>NO</td>
<td>2154</td>
</tr>
<tr>
<td>MALURI</td>
<td>DRF</td>
<td>64.5</td>
<td>0.0118</td>
<td>1</td>
<td>NO</td>
<td>1341</td>
</tr>
<tr>
<td>PANDAN</td>
<td>DRF</td>
<td>72.7</td>
<td>0.0568</td>
<td>1</td>
<td>NO</td>
<td>1702</td>
</tr>
<tr>
<td>PUCHONG</td>
<td>DRF</td>
<td>60.6</td>
<td>0.0154</td>
<td>1</td>
<td>NO</td>
<td>1986</td>
</tr>
<tr>
<td>SBG. JAYA</td>
<td>DRF</td>
<td>61.4</td>
<td>0.0281</td>
<td>1</td>
<td>NO</td>
<td>1550</td>
</tr>
<tr>
<td>S.A BANTING</td>
<td>DRF</td>
<td>75.8</td>
<td>0.0338</td>
<td>1</td>
<td>NO</td>
<td>3623</td>
</tr>
<tr>
<td>TAR</td>
<td>DRF</td>
<td>66.2</td>
<td>0.0108</td>
<td>1</td>
<td>NO</td>
<td>1498</td>
</tr>
<tr>
<td>TAMPOI</td>
<td>DRF</td>
<td>60.0</td>
<td>0.0066</td>
<td>1</td>
<td>NO</td>
<td>1777</td>
</tr>
<tr>
<td>T. PETALING</td>
<td>DRF</td>
<td>69.5</td>
<td>0.0138</td>
<td>1</td>
<td>NO</td>
<td>1209</td>
</tr>
<tr>
<td>TDI</td>
<td>DRF</td>
<td>67.6</td>
<td>0.0280</td>
<td>1</td>
<td>NO</td>
<td>3623</td>
</tr>
<tr>
<td><strong>ALL ZONE</strong></td>
<td><strong>DRF</strong></td>
<td><strong>75.4</strong></td>
<td><strong>0.2278</strong></td>
<td>1</td>
<td>NO</td>
<td><strong>38353</strong></td>
</tr>
</tbody>
</table>

In conclusion, some algorithms like DRF sometimes do not require hyperparameter once they achieve some optimal accuracy threshold, and the dataset is fit with the algorithm. The DRF will also automatically extend the tree's right amount to find the dataset's right split. The more deeply the tree is split, the more knowledge on the data is obtained. Figure 17 shows in graphical classification performance comparison between AutoPE and the traditional ML method (accuracy and time), while Figure 17 illustrates how significant AutoPE can boost classification results. Another additional analysis is through the study of the association between the tests. The aim of performing the correlation hypothesis test's significance is to determine if the sample data's linear association is sufficiently high to model the population's relationship and potential improvements.

![Fig. 17. AutoPE vs traditional method ML classification (accuracy).](image)
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When network structures are complex involving thousands of different types of interconnected components, it takes considerable effort to locate the hidden association. It needs trained technicians to conduct several tests to verify causal failure. This method is time-consuming based on engineers' and technicians' expertise and experience. Integrating AutoPE with the trouble ticket system will synchronize all the information gathered over the years and recognize the network components' fault relationships. This approach will warn unknown root causes of failures, minimize downtime, increase customer satisfaction, and reduce maintenance costs. It can also measure the severity of the current fault, impact network components, early warning of failures, prevent significant failure events, and provide a more reliable estimation of any potential loss. The Mean Time to Recovery (MTTR) and the effect of failure on customer services will reduce significantly.

The results show that the implementation with AutoPE improves classification efficiency range from 5% to 38% compared to the previous traditional method. One significant advantage of applying the AutoPE on the trouble ticket dataset is that the technique addressed the existing limitation of traditional machine learning. It is ready to blend in the enterprise telco environment that requires repetitive and extensive work of classification due to the trouble tickets data's velocity and at the same time to maintain the best accuracy as possible.

One of the main drawbacks found in this method is having high quality and consistency labelled data to maintain accuracy. Future works in this study will integrate some additional features, such as integration with the big data computing platform, including MapReduce and Spark. This integration enables automated machine learning to use the full Hadoop unified in-memory large-scale data processing engine. This integration also addresses drawbacks, including memory size issues and processing power. The application of using the AutoPE will be extended for other telco-related use cases such as churn prediction, marketing campaign classification, and customer behaviour segmentation that require tremendous effort to analyse due to the enormous size and high velocity of the dataset.

### Nomenclatures

\[ D^{(1)}_{\text{train}} \]
Train dataset

\[ D^{(K)}_{\text{train}} \]
K numbers of train dataset

\[ \mathcal{L}(A, D^{(i)}_{\text{train}}, D^{(i)}_{\text{valid}}) \]
Logarithmic loss value for train and validation dataset

\[ SE \]
Squared Error

\[ VAR \]
Variance

### Greek Symbols

\[ \in \]
Element of symbol

### Abbreviations

- A.I. Artificial Intelligence
- AutoML Automated Machine Learning
- AutoPE Automated Predictive Engine
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIB</td>
<td>Customer Internet Bandwidth</td>
</tr>
<tr>
<td>CISQ</td>
<td>Customer Internet Service Quality</td>
</tr>
<tr>
<td>CP</td>
<td>Customer Profiles</td>
</tr>
<tr>
<td>CRAN</td>
<td>Comprehensive R Archive Network</td>
</tr>
<tr>
<td>CTT</td>
<td>Customer Trouble Ticket</td>
</tr>
<tr>
<td>CV</td>
<td>Cross-Validated Method</td>
</tr>
<tr>
<td>DL</td>
<td>Deep Learning</td>
</tr>
<tr>
<td>DRF</td>
<td>Distributed Random Forest</td>
</tr>
<tr>
<td>DTM</td>
<td>Document Term Matrix</td>
</tr>
<tr>
<td>G.B.</td>
<td>Gigabyte</td>
</tr>
<tr>
<td>GBM</td>
<td>Gradient Boosting Machine</td>
</tr>
<tr>
<td>HDFS</td>
<td>Hadoop Distributed File System</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>k-Fold</td>
<td>K number of Fold (Split) Sampling</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Squared Error</td>
</tr>
<tr>
<td>MTTR</td>
<td>Mean Time To Recovery</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>XGBoost</td>
<td>Extreme Gradient Boosting</td>
</tr>
<tr>
<td>XRT</td>
<td>Extremely Randomized Trees</td>
</tr>
</tbody>
</table>
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