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Abstract 

 One of the advanced techniques in medical imaging is Magnetic resonance 
imaging (MRI) that provides deep knowledge of the soft tissue for human 
anatomy. The enhancement operation of such images helps the doctor of 
medicine to analyze and act toward several diseases. These operations are utilized 
using transformation functions, which are constructed automatically using a 
technique called Conventional Histogram Equalization (CHE). The CHE tends 
to present unusual artifacts and abnormal enhancement because of extreme 
compensation of the light level intensities. In this paper, an algorithm called 
piecewise linear histogram equalization (PLHE) is presented. The proposed 
algorithm is an extension of CHE that is simple, piecewise linear, and supports a 
single parameter to control the enhancement process. Two quantitative measures 
are selected, which are information entropy and sharpness, to show the visual 
performance improvement of the proposed algorithm. A comparison of the CHE 
and proposed algorithm demonstrates the development in the visual performance 
for the latter method. 

Keywords: Histogram equalization, Image enhancement, Magnetic resonance 
imaging. 
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1. Introduction 
An enhancement technique is a process of improving an image so that the result is 
most suitable for a particular purpose [1]. The enhancement technique should be 
selected based on the problems and properties of the image because each situation 
may need a different technique. For the present study, the enhancement technique 
fall under the category of spatial domain methods. In medical images captured by 
various equipment, obtaining a large dynamic range increases the likelihood of 
accuracy, which in turn increases the speed of recovery [2]. 

Several early suggested algorithms for enhancing images that applied for 
various applications are summered here. In [3], an enhancement algorithm was 
suggested for a hyperspectral image resolution based on spectral unmixing. In [4], 
an innovative image enhancement algorithm for a wide-angle lens camera was 
suggested based on both space-varying interpolation kernels and local self-
similarity. In [5], a novel algorithm for 3-D segmentation was presented based on 
late gadolinium enhancement magnetic resonance imaging that increases 
visualization of cardiac left atrium fibrosis. In [6], an innovative denoising 
algorithm was suggested based on the Curvelet transform. In [7], an enhancement 
method for remote sensing images was suggested using the regularized-histogram 
equalization and the discrete cosine transform. In [8], a framework was indicated 
for both quality enhancement and antiforensics of median filtered images. In [9], 
an iterative registration algorithm was proposed for integrating multiple 
optoacoustic are combined into one high-resolution image.  

In [10], active contour models were suggested for improving the accuracy of 
the image reconstruction routines. In [11], a new contrast enhancement algorithm 
was suggested based on the maximization of the tone-preserving entropy. In [12], 
a generic training strategy was proposed through a new regularisation model. In 
[13], an adaptive image enhancement method was suggested based fraction-power 
transformation. Recently, two medical image enhancement techniques was 
suggested. The first method, which is given in [14], utilizes stationary wavelet 
transform and double density wavelet transforms to enhance the contrast and edge 
for different tissues. The second technique was developed using frequency band 
broadening and neural networks to improve the resolution of the image being 
processed, as described in [15].  

In this paper, a modification of Conventional Histogram Equalization (CHE) is 
proposed to improve the visual performance of the CHE method. The resulting 
image of the CHE method has a considerable difference in the mean light brightness 
than the original image to be enhanced. A single-point transformation is generated 
based on the value of a suggested parameter, which is used to threshold the 
histogram of the image to be enhanced. The outcome transform is simple and 
piecewise linear. Thus, the proposed algorithm is called Piecewise Linear 
Histogram Equalization (PLHE),which provides uniformly spread of the histogram 
components over the grayscale range. 

This paper is organized as follows: Section 2 describes the spatial domain 
techniques such as histogram equalization. The proposed algorithm is described in 
section 3. The numerical examples and numerical simulations are presented in 
Sections 4 and 5, respectively. Finally, the conclusion is provided in Section 6. 
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2. Theoretical Background 

2.1. Spatial domain techniques 
The collection of pixels in an image is a spatial domain. Applications of specific 
operators on these pixels are called spatial domain techniques. The basic function 
used in spatial domain enhancement is [16, 17] 

𝐼𝐼𝑇𝑇(∙) = 𝐹𝐹[𝐼𝐼(∙)]                                                                                                        (1) 

with 𝐼𝐼(𝑥𝑥,𝑦𝑦) being the image to be processed, 𝐼𝐼𝑇𝑇(𝑥𝑥, 𝑦𝑦) representing the processed 
image, and 𝐹𝐹(. ) denoting the process operator. The operator 𝐹𝐹 is applied over a small 
region around (𝑥𝑥, 𝑦𝑦). Usually, this region is defined as a rectangular area with its 
center at point (𝑥𝑥,𝑦𝑦). This processing model is given in Eq. (1) can be simplified to 
a model called point processing, which is defined as [16]: 

𝑣𝑣 = 𝐹𝐹(𝑢𝑢)                                                                                                                 (2) 

where 𝑢𝑢 and 𝑣𝑣 represent a single point in the input and output images at a spatial 
location (𝑥𝑥, 𝑦𝑦), respectively.  

2.2. Contrast stretching 
Sensors used in image processing can cause low contrast for various reasons, such 
as unsuitable settings for the image capture process or inappropriate lighting in the 
external environment. As shown in Fig. 1, obtaining a suitable operator for 
spreading image intensities is called contrast stretching. Such an operation has an 
essential effect on the redistribution of light intensity and can help address the 
problems that have been discussed previously [18]. 

 
Fig. 1. Contrast stretching transformation. 

2.3. Histogram Equalization 
In an image, a gray level uk ∈ [0, L − 1]  has an occurrence probability 𝑝𝑝(𝑢𝑢𝑘𝑘), 
which is called image histogram and expressed as [19]: 

𝑝𝑝(𝑢𝑢𝑘𝑘) = 𝑛𝑛𝑘𝑘
𝑛𝑛

                                                                                                                 (3) 

where 𝑛𝑛𝑘𝑘 represents the number of pixels with a light intensity equal to 𝑢𝑢𝑘𝑘, and 𝑛𝑛 
describes the number of pixels in the entire image. An enhancement technique for the 
histogram is CHE, in which the operator given in Eq.(2) can be described as [20]: 

𝑣𝑣𝑘𝑘 = 𝐹𝐹(𝑢𝑢𝑘𝑘) = ∑ �𝑛𝑛𝑖𝑖
𝑛𝑛
�𝑘𝑘

𝑖𝑖=0                                                                                                                  (4) 
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3. Proposed Algorithm 
A modification of the classical histogram equalization technique is PLHE, of 
which the result is more effective and straightforward than that of the 
conventional version. For constructing a unified algorithm, the number of pixels 
related to a given light intensity 𝑛𝑛𝑘𝑘  is normalized to produced 𝑛𝑛�𝑘𝑘 , which 
represents the normalized histogram as described in Eq. (5). A point processing 
model is generated by applying the thresholding process, which is implemented 
by replacing each component of the normalized histogram 𝑛𝑛�𝑘𝑘 of an image with a 
step value (𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝𝑘𝑘) of 0 if the component value 𝑛𝑛�𝑘𝑘 is less than the binarization 
ratio 𝐵𝐵𝑟𝑟 , or a step value of 1 if 𝑛𝑛�𝑘𝑘  is greater than that constant. The running               
sum is evaluated and normalized to complete the point-processing model as      
given in Eqs. (6) and (7), respectively. The following steps are involved in the 
proposed algorithm:  

ALGORITHM 1   
STEP 1: Normalize the histogram as described by 

𝑛𝑛�𝑘𝑘 = 𝑛𝑛𝑘𝑘
max(𝑛𝑛𝑘𝑘)

, 𝑘𝑘 ∈ [0, 𝐿𝐿 − 1].  (5) 
 

STEP 2: Compare the number of pixels in the normalized 
histogram 𝑛𝑛�𝑘𝑘 with the binarization ratio 𝐵𝐵𝑟𝑟 , 
IF 𝑛𝑛�𝑘𝑘 < 𝐵𝐵𝑟𝑟THEN  
𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝𝑘𝑘 = 0  
ELSE  
𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝𝑘𝑘 = 1. 
ENDIF 

STEP 3: Evaluate the running sum as expressed by 
𝑣𝑣𝑘𝑘 = ∑ 𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝𝑖𝑖𝑘𝑘

𝑖𝑖=0 . (6) 
 

STEP 4: Normalize the result of step 3 as follows:  

𝑣𝑣�𝑘𝑘 = 𝑅𝑅𝑅𝑅𝑢𝑢𝑛𝑛𝑅𝑅 �𝐿𝐿 × 𝑡𝑡𝑘𝑘
max(𝑡𝑡)

�. (7) 
 

Two numerical examples are presented in Tables 1 and 2. These examples 
clarify the proposed algorithm explained in Algorithm 1. In these examples, we 
provide eight gray-level images, and a number of pixels for each gray level is listed 
in the 𝑛𝑛𝑘𝑘 column. The 𝐵𝐵𝑟𝑟s of these examples are 10% and 50%. 

Table 1. Example 1 with 𝑩𝑩𝒓𝒓 = 𝟎𝟎.𝟏𝟏. 
𝒓𝒓𝒌𝒌 𝒏𝒏𝒌𝒌 𝒏𝒏�𝒌𝒌 𝑺𝑺𝑺𝑺𝑺𝑺𝒑𝒑𝒌𝒌 𝒗𝒗𝒌𝒌 𝒗𝒗�𝒌𝒌 
0 40 0.2 1 1 1 
1 200 1.00 1 2 2 
2 30 0.15 1 3 3 
3 10 0.05 0 3 3 
4 90 0.45 1 4 4 
5 100 0.50 1 5 5 
6 120 0.60 1 6 6 
7 90 0.45 1 7 7 
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Table 2. Example 2 with 𝑩𝑩𝒓𝒓 = 𝟎𝟎.𝟓𝟓. 
𝒓𝒓𝒌𝒌 𝒏𝒏𝒌𝒌 𝒏𝒏�𝒌𝒌 𝑺𝑺𝑺𝑺𝑺𝑺𝒑𝒑𝒌𝒌 𝒗𝒗𝒌𝒌 𝒗𝒗�𝒌𝒌 
0 40 0.2 0 0 0 
1 200 1.00 1 1 2 
2 30 0.15 0 1 2 
3 10 0.05 0 1 2 
4 90 0.45 0 1 2 
5 100 0.50 1 2 5 
6 120 0.60 1 3 7 
7 90 0.45 0 3 7 

As listed in Tables 1 and 2, the point-processing model 𝑣𝑣�𝑘𝑘  of the proposed 
algorithm (Algorithm 1), which is produced for a small value of the binarization 
ratio 𝐵𝐵𝑟𝑟  (𝐵𝐵𝑟𝑟 = 0.1) has a larger component value corresponding to each gray level 
𝑢𝑢𝑘𝑘 as compared to that produced for a larger value of 𝐵𝐵𝑟𝑟 , i.e., the contrast stretching 
is increased as the value of the binarization ratio is reduced. 

4. Experimental Results 
The CHE and PLHE methods are implemented in MATLAB version 9.4. A set of 
four MRI images is selected to test the applied methods [21]. The results are shown 
in Figs. 2-13.  

      
(a) Original MRI image.                              (b) CHE. 

 

 
(c) PLHE. 

Fig. 2. Result of the tested methods applied to MRI image 1. 
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(a) Original MRI image.                              (b) CHE. 

 
(c) PLHE. 

Fig. 3. Result of the tested methods applied to MRI image 2. 
 

       
(a) Original MRI image.                              (b) CHE. 

 
(c) PLHE. 

Fig. 4. Result of the tested methods applied to MRI image 3. 
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(a) Original MRI image.                              (b) CHE. 

 
(c) PLHE. 

Fig. 5. Result of the tested methods applied to MRI image 4. 

As illustrates in Figs. 2(c)-5(c), Applying the PLHE algorithm (with  
𝐵𝐵𝑟𝑟 = 0.035, 0.002, 0.11, 0.035, respectively) provided visually satisfying results 
with no artifacts as compared to images resulted from applying CHE algorithm due 
to of extreme compensation of the light level intensities in the case of CHE 
algorithm (see Figs. 2(b)-5(b)). 

Figures 6-9 show the histogram of the images shown previously in Figs. 2-5, 
respectively. The histogram plots shown in Figures 6(a)-9(a) reflect the large dark 
backgrounds in the corresponding images. This is well noticed in Fig. 7 (a). The 
effectiveness of the PLHE algorithm is reflected in terms of uniformly spread of 
the histogram components over grayscale range (see Figs. 6(c)-9(c)) as compared 
to the results of the CHE algorithm. As shown in Figs. 6(b) and 7(b), the gray 
levels move to bright levels, thereby providing increased lighting to the image 
while reducing the gray-level distribution. The gray levels are distributed evenly 
across the intensity range, as indicated in Figs. 6(c) and 7(c). The MRI image is 
shown in Fig. 3(a) has the least light content among all images in the image set, 
and this characteristic is evident in Fig. 7(b). A small 𝐵𝐵𝑟𝑟  value is needed to 
enhance such images. 
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(a) Original MRI image. 

 
 (b) Result of CHE.  

 
(c) Result of PLHE. 

Fig. 6. Image histogram of MRI image 1. 
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(a) Original MRI image.  

 
(b) Result of CHE.  

 
(c) Result of PLHE. 

Fig. 7. Image histogram of MRI image 2. 
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(a) Original MRI image.  

 
(b) Result of CHE.  

 
(c) Result of PLHE. 

Fig. 8. Image histogram of MRI image 3. 
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(a) Original MRI image.  

 
(b) Result of CHE.  

 
(c) Result of PLHE. 

Fig. 9. Image histogram of MRI image 4. 
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(a) CHE. 

 
(b) PLHE. 

Fig. 10. The transformation function applied to image 1. 
 

 
(a) CHE. 

 
(b) PLHE. 

Fig. 11. Transformation function applied to image 2. 
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(a) CHE. 

 
(b) PLHE. 

Fig. 12. Transformation function applied to image 3. 

 
(a) CHE. 

 
(b) PLHE. 

Fig. 13. Transformation function applied to image 4. 
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The linearity shaped transformation function is shown in Figs. 10(b)-13(b) as 
compared to nonlinear transformation function Figs. 10(a)-13(a). 

Two quantitative measures are selected to qualify the proposed enhancement 
method (refer to Table 3). The first measure is the entropy of the gray levels in an 
image. If the gray levels of an image have different values of frequencies, then the 
image has high entropy. If a flat histogram exists, then the image has low entropy 
[22]. The entropy H is expressed as: 

𝐻𝐻�𝑝𝑝(𝑢𝑢𝑘𝑘)� = −∑𝑝𝑝(𝑢𝑢𝑘𝑘) ∙ log2�𝑝𝑝(𝑢𝑢𝑘𝑘)�.                                                                                    (8) 

The second proposed measure reflects the edge enhancement or apparent 
sharpness in an image [23]. For this purpose, the edge is first evaluated using Sobel 
algorithm, which is implemented based on convolution kernels shown in Fig. 14. 

 
Fig. 14. Sobel kernels [24]. 

The gradients 𝐺𝐺𝑥𝑥 and 𝐺𝐺𝑦𝑦 result from convolving the kernels presented in Fig. 2 
with the enhanced image. Both gradients are combined to obtain the following 
gradient magnitude: 

|𝐺𝐺| = �𝐺𝐺𝑥𝑥2 + 𝐺𝐺𝑦𝑦2                                                                                                     (9) 

The edge enhancement index (EHI) is expressed as 

𝐸𝐸𝐻𝐻𝐼𝐼 = ∑∑𝐺𝐺2                                                                                                       (10) 

Table 3. Quantitative measurement results. 
Image Number Image H EHI 

Image 1 Original image 6.3658 3791 
Result of CHE 6.0959 4070 

Result of PLHE 
(𝐵𝐵𝑟𝑟 = 0.035) 

5.2001 5040 

Image 2 Original image 3.45371 21985 
Result of CHE 3.0788 29159 

Result of PLHE 
(𝐵𝐵𝑟𝑟 = 0.002) 

2.6444 18347 

Image 3 Original image 6.7192 2798 
Result of CHE 6.5920 2666 

Result of PLHE 
(𝐵𝐵𝑟𝑟 = 0.11) 

6.0465 2909 

Image 4 Original image 6.0129 16304 
Result of CHE 5.9255 19144 

Result of PLHE 
(𝐵𝐵𝑟𝑟 = 0.035) 

3.9973 19662 
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The performance measures, which are listed in Table 3, show a reduction in the 
value of entropy for the images processed by the PLHE method. In the same 
manner, the EHI increases, thereby reflecting the sharpness of the resulting image.  

5. Conclusion 
This paper presented a new enhancement algorithm applied to medical 
applications. This algorithm is suggested to overcome the abnormal enhancement 
and unwanted artifacts that are introduced by the conventional enhanced 
algorithm. The fundamental concept of the PLHE is the thresholding step of the 
input histogram, which produces a suitable transform function. This function 
allows a high-level intensity and maximum detail maintenance. Moreover, the 
proposed algorithm simplifies the base algorithm by making it piecewise linear. 
The only limitation of the proposed algorithm is the extra factor 𝐵𝐵𝑟𝑟  , which does 
not exist in the CHE algorithm and need to be selected to a suitable value to 
control the enhancement process. The 𝐵𝐵𝑟𝑟  should be low if the contrast is low. The 
extension of the suggested algorithm to deal with other types of medical images, 
which is subject to our future work. 

 

Nomenclatures 
 
𝐵𝐵𝑟𝑟   Binarization ratio 
𝐺𝐺𝑥𝑥   Gradient in the x direction 
𝐺𝐺𝑦𝑦  Gradient in the y direction 
𝑛𝑛�𝑘𝑘   Normalize the histogram 
𝑝𝑝(. )   Probability 
𝑇𝑇(. )  Transformation function 
𝑢𝑢𝑘𝑘    Gray level 
𝐵𝐵𝑟𝑟   Binarization ratio 
𝐺𝐺𝑥𝑥   Gradient in the x direction 
𝐺𝐺𝑦𝑦  Gradient in the y direction 
𝑛𝑛�𝑘𝑘   Normalize the histogram 
 
Abbreviations 

CHE   Conventional Histogram Equalization 
EHI   Edge Enhancement Index  
H   Entropy 
PLHE  Piecewise Linear Histogram Equalization 
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