Optimization of Backpropagation Using Nguyen-Widrow and Stimulus-Sampling for Breast Cancer Classification and Feature Selection
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Abstract
Breast cancer is one of the leading causes of death in the world for women. Early detection and diagnosis can be done to reduce the cancer death rate. MicroRNA is known as a biomarker for breast cancer and with the help of artificial neural network technology, made it possible to perform a classification process for early detection. Backpropagation neural network has good performance in classification, however, still has a drawback related to its long training time. This research is conducted to classify breast cancer (whether a cell is cancer or normal and whether it is before or after metastatic stage) based on microRNA profiles using backpropagation with Nguyen-Widrow and Stimulus-Sampling algorithm optimization. In this paper, three breast cancer datasets are used to compare the classification performances. Furthermore, some alternatives microRNA features set are obtained using feature selection methods and compare the accuracy values. The results show that the combination of Nguyen-Widrow and Stimulus-Sampling algorithm produces the best backpropagation performance based on the accuracy, sensitivity, specificity, and AUC value as well as reducing the running time. The combination of Nguyen-Widrow and Stimulus-Sampling algorithm proved to be able to increase the performance of the method. Nguyen-Widrow algorithm provides weights value initialization that is not too small or too large so that the convergence process can be enhanced. Meanwhile, the use of Stimulus-Sampling improves the performance of backpropagation by strengthening the output unit, which give the smallest error value.
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1. Introduction

Breast cancer is the second most common cause of death because of cancer among women [1] with 2,088,849 cases in the world in 2018, and 626,679 of them were declared dead [2]. The number of female deaths due to breast cancer cases occupies the highest position after cervical cancer [3]. One effort that can be done to reduce the cancer death rate is to do early detection. Early detection of cancer can not only reduce cancer deaths but also improve the patient’s quality of life [4]. Women who have been detected breast cancer early (early stages) and then given adequate treatment have a higher percentage of survival [5]. Even a late diagnosis and improperly treatment could lead to a metastatic stage where cancer spread to lymph nodes and distant organs [6].

One way to do early detection of breast cancer is to classify the microRNA profile. Each cell, whether cancer cell or normal, has different microRNA expression profile. MicroRNA is a single-stranded RNA form, and about 50% of the recorded microRNAs are found to be related to cancer and are located in fragile places, which are areas where a genome is associated with cancer [7]. As a biomarker, microRNA can indicate an outstanding development of cancer. This is because it plays an essential role in almost all cell activities, even abnormal activities [7]. A microRNA profile consists of several features. A study had proved that some features showed the most significant differences between normal cells and breast cancer cells [8]. Another study by Khasburrahman et al. [9] even compared some feature sets of MicroRNA using feature selection; the features were selected using Weka’s Wrapper Subset Eval Attribute Evaluator and then were classified using Multi-Layer Perceptron and Naïve Bayes. Madhavan et al. [10] proved that MicroRNA could be used to recognize whether a cell is a cancer cell or not even in the earliest stage by reviewing the application of MicroRNA as a biomarker. A study by Yan et al. [11] reported that aberrant expression of microRNA profile also involved in an advanced stage of breast cancer.

The microRNA profile classification process can be achieved using an artificial neural network that can be applied using a computer. Backpropagation has excellent performance in generalization and good learning ability, making it suitable for object classification with many features [12]. Backpropagation as a method of classification in the medical field has been considered as a powerful method [13]. An experimental classification of the Wisconsin Breast Cancer Diagnostic (WBCD) dataset with 30 features showed the accuracy of backpropagation outperformed the k-NN and SVM methods [14]. Supervised machine learning such as backpropagation, Deep Learning, Naïve Bayes, and Decision Tree had been applied and successfully classified cancer cells based on microRNA profiles [15]. A study applied the deep belief network to classify breast cancer based on WBCD and produced an accuracy of 99.68%, the construction used backpropagation with Liebenberg Marquardt learning function [16]. Other studies had also utilized microRNA for the classification of ovarian cancer, breast cancer, and lung cancer using the backpropagation algorithm with the highest accuracy obtained was 83.33% without adding any optimization function [17]. The performance of the backpropagation algorithm had also been compared with the Naïve Bayes algorithm, with breast cancer case studies, showed that the backpropagation algorithm produced better accuracy than Naïve Bayes [9].
However, backpropagation still has a major drawback, specifically the high of training time [18]. This backpropagation processing capability is determined by the relationships pattern between neurons and the initialization of weights value. The large input units and hidden units affect the training time process. Moreover, the initial weight value that is distant from the actual weight value will also slow down the training process.

Various studies have attempted to overcome this weakness by implementing optimization algorithms such as Genetic Algorithm (GA) [19], Ant Colony Optimization (ACO) [20], Particle Swarm Optimization (PSO) [21], Ant Lion optimizer (ALO) [22], Social Spider Optimization (SSO) [23], Artificial Bee Colony (ABC) [24], etc. However, most of the above optimization required a more training time compared to the standard algorithm. Aisyah et al. [25] used the Nguyen-Widrow optimization algorithm to shorten the training time, but there was no significant improvement of the accuracy value. Then Gorunescu and Belciug [26] used the Stimulus-Sampling algorithm to their study of five diseases data. This addition could improve accuracy, but the training time needed is not presented. Both Nguyen-Widrow and Stimulus-Sampling algorithm had been successfully implemented to backpropagation to classify some medical datasets [26, 27].

In this paper, we combined Nguyen-Widrow and Stimulus-Sampling algorithm to the backpropagation method to produce a classification model with better performance and faster training time. The Nguyen-Widrow algorithm was used to produce faster training process by modifying the weight initialization [28], while the Stimulus-Sampling algorithm gave rewards to each output unit in the next training step [26]. Three breast cancer datasets from TCGA Research Network, WBCD dataset and the selected breast cancer datasets [29] are used to compare the classification performances. The WBDC dataset is used for comparison with previous studies for Stimulus-Sampling algorithm, the TCGA datasets (A) and the selected breast cancer datasets (B) are datasets that use microRNA biomarkers to classify breast cancer. The A dataset is used to classify normal cell and breast cancer cell classes, while the B dataset contains classes of breast cancer before the phase of metastasis and class of breast cancer after the metastasis phase. Furthermore, we explored subsets of features from the original dataset using feature selection methods (Correlation matrix, SVM-RFE, Univariate) to obtain the possibility of higher accuracy value compare to a feature set that is a result of medical analysis.

2. Materials and Methods

2.1. Data collection

This paper uses three breast cancer datasets. First, the Dataset A was obtained from the GDC Data Portal National Cancer Institute through the site http://gdc.cancer.gov/. It was TCGA data generated by TCGA Research Network and was ready for high-level analyses. TCGA data can be used to analyse the correlations of various factors of clinicopathology associated with cancer initiation, progression, and invasion [30, 31]. The data was divided into two classes, namely 100 normal class data and 100 breast cancer class data. According to research by
Iorio et al. [8], MicroRNA features used were hsa-miR-10b, hsa-miR-21, hsa-miR-125b-1, hsa-miR-125b-2, hsa-miR-145, and hsa-miR-155. Secondly, we used the dataset B that obtained from a study by Rosenfeld et al. [29]. This data collection contained 48 microRNA data, divided into two classes, 45 breast cancer data in metastasis stage and three breast cancer data before in metastasis stage. Thirdly, based on research by Gorunescu and Belciug [26], Wisconsin Breast Cancer Diagnostic (WBCD) dataset that applied in the previous is utilized to compare the algorithm. In addition, some feature selection methods were used to obtained some new features set and compared the accuracy values to previous datasets.

2.2. Backpropagation neural network

Backpropagation is the most famous method to train an artificial neural network because it has a simple mathematical analysis and good representation capabilities [14]. Backpropagation trains the network to get a convergence between the ability of the net to recognize the patterns used during training and the strength of the system to provide the correct response to input patterns that are similar to the models used during training [9]. With multilayer perceptron as the neural network structure, the three main activities of backpropagation are to feed-forward from the input layer to the output layer, calculate the error, and update the weights of the output layer to the input layer [32]. The steps of backpropagation learning algorithm are as follows:

- Initialize the $v_{ji}$ weights for each input $(x_i, i = 1, 2, ..., n)$ to each hidden unit and $w_{kj}$ weights for each hidden unit $(z_k, i = 1, 2, ..., p)$ to each output unit $(y_i, i = 1, 2, ..., m)$.

- Calculate output in each hidden unit $(z_j)$ using Eqs. (1) and (2).

  \[
  z_{\text{net}_j} = v_{j0} + \sum_{i=1}^{n} x_i v_{ji} \tag{1}
  \]

  \[
  z_j = f(z_{\text{net}_j}) = \frac{1}{1+e^{-z_{\text{net}_j}}} \tag{2}
  \]

- Calculate the output in each output unit $(y_k)$ using Eqs. (3) and (4).

  \[
  y_{\text{net}_k} = w_{k0} + \sum_{j=1}^{p} z_j w_{kj} \tag{3}
  \]

  \[
  y_k = f(y_{\text{net}_k}) = \frac{1}{1+e^{-y_{\text{net}_k}}} \tag{4}
  \]

- Calculate the factor $\delta$ in each unit output and calculate the rate of change in weight of each hidden unit $(\Delta w_{kj})$ using Eqs. (5) and (6).

  \[
  \delta_k = (t_k - y_k) y_k (1 - y_k) \tag{5}
  \]

  \[
  \Delta w_{kj} = \alpha \delta_k z_j \tag{6}
  \]

- Calculate the factor $\delta$ in each hidden unit and calculate the rate of change in weight for each input unit $(\Delta v_{ji})$ using Eqs. (7) to (9).

  \[
  \delta_{\text{net}_j} = \sum_{k=1}^{m} \delta_k w_{kj} \tag{7}
  \]

  \[
  \delta_j = \delta_{\text{net}_j} z_j (1 - z_j) \tag{8}
  \]
\[
\Delta v_{ji} = \alpha \delta_j x_i \tag{9}
\]

- Calculate the new weight using Eqs. (10) and (11).

\[
w_{kj}(new) = w_{kj}(old) + \Delta w_{kj} \tag{10}
\]

\[
v_{ji}(new) = v_{ji}(old) + \Delta v_{ji} \tag{11}
\]

- Update the epoch value and calculate the Mean Squared Error (MSE) using the Eq. (12).

\[
MSE = \frac{1}{n} \sum_{k=1}^{n} (t_k - y_k)^2
\]

### 2.3. Nguyen-Widrow algorithm

Initial weight value will influence how fast a network reaches its convergence. The general procedure used on backpropagation in initializing weight value is random initialization. The method of initial weight initialization using Nguyen-Widrow can accelerate learning time compared to random initialization. Nguyen-Widrow optimization initializes the weight of the input unit to the hidden unit. Weight values are initialized within a certain range by considering the number of hidden units [28]. The Nguyen-Widrow \((\beta)\) scale factor is calculated by Eq. (13) then weights initialization is calculated by Eqs. (14) and (15).

\[
\beta = 0.7 (p)^{1/n} \tag{13}
\]

\[
||v_{ji}|| = \sqrt{v_{j1}(old)^2 + \cdots + v_{jn}(old)^2} \tag{14}
\]

\[
v_{ji} = \frac{\beta v_{ji}(old)}{||v_{ji}||} \tag{15}
\]

### 2.4. Stimulus-sampling algorithm

The stimulus-sampling theory states that certain stimulus-response relationships can be learned in learning, but the whole learning process remains continuous and is the accumulation of these stimulus-response discrete values [33]. This theory is applied to the backpropagation algorithm because it is expected to improve the performance of backpropagation. This application involves competition between output units to produce the best output, strengthen the response of these neurons by giving ‘reward’ [26]. At each step, the stimulus-sampling algorithm will strengthen or weaken the response of the neurons in the output layer, depending on their performance from the previous step.

This approach assigns a counter \(c\) on each neuron output. Counter \(c\) is initialized with value 0, then each \(c_j\) \((j = 1, 2, \ldots, q)\) changes its value according to the learning result, gets a value of 1 if the output of neuron \(j\) produces a response that is closest to the output target and 0 for the output of other neurons. Each output unit will receive the \(s_j\) stimulus according to its performance with the \(s_j\) value calculated by Eq. (16) at the end of each epoch. The value of the neuron output for the epoch is then multiplied by the value of \(s_j\) as in Eq. (17).

\[
s_j = \frac{c_j}{\sum_{j=1}^{q} c_j} \tag{16}
\]
\[ y_k = f(y_{net,k}) s_j = \frac{1}{1 + e^{-y_{net,k}}} s_j \]  

(17)

2.5. Feature selection

Nowadays, the domain features of datasets used for classification or pattern recognition had expanded into very high dimension [34]. Mostly, this could lead to overfitting problems and high execution times, since there were many redundant, noisy and irrelevant features [35]. Applying feature selection over the dataset by eliminating noisy features or capturing the most important features could enhance the classification performance, reduce the execution time and help in understanding data [36]. SVM-RFE is one of the most powerful feature selection algorithms [37] and has successfully used in gene selection, producing higher accuracy, 98% [38]. Another method for feature selection in gene selection is univariate selection. Univariate selection proved to be able to perform very well in gene selection, even outperformed the multivariate approach [39]. Some studies by Malik and Mishra [40] and Reif et al. [41] used RapidMiner to conduct feature selection because it contains modules for features selection methods and machine learning, these studies used one of the simplest, i.e., correlation matrix. Correlation matrix used statistical technique to calculate how strong the pairs of attributes were related [42].

2.6. Evaluation methods

The evaluation methods used to test this experiment were accuracy, sensitivity, specificity and execution time. These values were also used as the fitness functions along with MSE value. First, we calculated the value of true positive, true negative, false positive, and false negative. True positive is the number of data that is correctly identified as the positive class. True negative is the number of data that is correctly identified as negative class. False-positive is the number of data that is incorrectly identified as the positive class. False-negative is the number of data that is incorrectly identified as a negative class.

Accuracy is a value that shows how similar value is predicted to the actual value. The formula is as in Eq. (17). Sensitivity is a value that shows how many positive conditions are correctly classified as positive. The formula is as in Eq. (18). Specificity is a value that shows how many negative conditions are correctly classified as negative. The formula is as in Eq. (19).

\[ \text{Accuracy} = \frac{\sum \text{True positive} + \sum \text{True negative}}{\sum \text{Total Population}} \]  

(17)

\[ \text{Sensitivity} = \frac{\sum \text{True positive}}{\sum \text{Condition positive}} \]  

(18)

\[ \text{Specificity} = \frac{\sum \text{True negative}}{\sum \text{Condition negative}} \]  

(19)

3. Results and Discussion

In this study, there were four scenarios. The first scenario aimed to get the best value of training parameters (learning rate and a number of hidden units). The second scenario aimed to get the best model for classification of breast cancer based on MicroRNA profile. In the third scenario, the performance of the best model from the second scenario was compared to the performance of the model if another dataset was used. This other dataset was not microRNA profile, but WBCD Dataset.
was used in the previous research by Gorunescu and Belciug [26]. The last scenario, feature selection methods were used to obtain some alternatives features set and the accuracy values were compared. This study was done on a system running Windows 10 OS powered with Intel Core i7 processor with 4 GB RAM.

The first scenario was done using the standard backpropagation method with feedforward network architecture as shown in Fig. 1. In this scenario, the combination of the learning rate and the number of hidden units were used. A study has stated that the best number of hidden units usually ranges between the number of output units and the number of input units [26].

In this case, there were 2 unit outputs and 6 unit inputs for dataset A and 48 unit inputs for dataset B, so the range of the number of hidden units used in this scenario were 2 to 6 for dataset A and 2 to 48 for dataset B. Whereas, for the learning rate (alpha), the initial experiment was carried out using values of 0.001, 0.01, 0.1, 0.5, and 0.9. The proposed approach (backpropagation with Nguyen-Widrow and Stimulus-Sampling algorithm optimization) was in following steps:

- Initialize the $v_{ij}$ weights for each input ($x_i, i = 1, 2, ..., n$) to each hidden unit and $w_{kj}$ weights for each hidden unit ($z_i, i = 1, 2, ..., p$) to each output unit ($y_i, i = 1, 2, ..., m$) using Nguyen-Widrow algorithm as in Eqs. (13) to (15). Initialize counter $c_j (j = 1, 2, ..., q)$ to 0.
- Calculate output in each hidden unit using Eqs. (1) and (2).
- Calculate the output in each unit output using Eqs. (3) and (4).
- Calculate the factor $\delta$ in each hidden unit and calculate the rate of change in weight for each input unit using Eqs. (7) to (9).
- Calculate the factor $\delta$ in each unit output and calculate the rate of change in the weight of each hidden unit using Eqs. (5) and (6).
- Calculate the new weight using Eqs. (10) and (11).
- Update the epoch value and calculate the Mean Squared Error (MSE) using the Eq. (12) for each output unit.
- Update counter $c_j (j = 1, 2, ..., q)$ based on error value of each output unit. Iterate 1 for output unit with the smallest error value.
- At the end of each epoch, value of the output unit is then multiplied by the value of $s_j$ as in Eq. (16) and (17).
- The iteration is terminated when the stop condition is reached.

The results of first experiment are shown in Table 1. For dataset A, the alpha value of 0.001 still gave a low accuracy value, which was 69.29%. This happened because the alpha value, which was too small would made the learning rate slow and required more iterations, therefore, eventhough the maximum number of epochs had been met, the network had not reached the specified error target.

At the next alpha value, the accuracy value experienced a significant increase and began to stabilize when the alpha value was 0.1. Therefore, further testing was carried out using a range of alpha values from 0.1 to 0.9 with an increase of 0.1.

Whereas, for dataset B, the accuracy value seemed stable, so no further testing needed. The highest accuracy value, 87.50%, was obtained from learning rate 0.1.
Table 1. Test Results with alpha value 0.001, 0.01, 0.1, 0.5, and 0.9.

<table>
<thead>
<tr>
<th>Alpha</th>
<th>Accuracy Dataset A</th>
<th>Accuracy Dataset B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>69.29%</td>
<td>75.00%</td>
</tr>
<tr>
<td>0.01</td>
<td>96.56%</td>
<td>84.72%</td>
</tr>
<tr>
<td>0.1</td>
<td>97.77%</td>
<td>87.50%</td>
</tr>
<tr>
<td>0.5</td>
<td>98.59%</td>
<td>79.17%</td>
</tr>
<tr>
<td>0.9</td>
<td>98.15%</td>
<td>77.08%</td>
</tr>
</tbody>
</table>

The combination of testing using hidden unit ranges 2-6 and alpha values 0.1 - 0.9 means that it required 45 times of testing. Graphs of the effect of learning rate (alpha) on the accuracy values as shown in Fig. 2 and graphs of the effect of the number the hidden unit for the accuracy value is shown in Fig. 3.

Based on Fig. 2, started when the alpha value was 0.1, the accuracy value increased until it reached its peak when the value was 0.4. The accuracy value then decreased until the alpha value was 0.8 then rose again when the alpha value was 0.9. Figure 3 shows that the graph of the effect of the number of hidden units on the accuracy value was fluctuated with the highest point achieved when using four hidden units.

The highest average accuracy value was produced by the number of 4 hidden units, which was 98.68%. The highest average accuracy value was produced with the learning rate of 0.4, which was 98.80%. The number of hidden units and the best learning rate values were then used in the second scenario.

Based on Table 2, it can be seen that there was no significant effect of changing the number of hidden units. Adding more hidden units only made it costs more training time. The best accuracy, 83.33%, the value was produced with 8 hidden units.
Fig. 2. Effect of alpha value on accuracy value (dataset A).

Fig. 3. Effect of number of hidden units on accuracy values (dataset A).

Table 2. Testing results with the number of hidden units 2-48 (dataset B).

<table>
<thead>
<tr>
<th>Number of hidden units</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>75.00%</td>
</tr>
<tr>
<td>4</td>
<td>75.00%</td>
</tr>
<tr>
<td>8</td>
<td>83.33%</td>
</tr>
<tr>
<td>12</td>
<td>79.17%</td>
</tr>
<tr>
<td>16</td>
<td>81.94%</td>
</tr>
<tr>
<td>20</td>
<td>81.94%</td>
</tr>
<tr>
<td>24</td>
<td>80.56%</td>
</tr>
<tr>
<td>28</td>
<td>79.17%</td>
</tr>
<tr>
<td>32</td>
<td>77.78%</td>
</tr>
<tr>
<td>36</td>
<td>77.78%</td>
</tr>
<tr>
<td>40</td>
<td>79.17%</td>
</tr>
<tr>
<td>44</td>
<td>81.94%</td>
</tr>
<tr>
<td>48</td>
<td>77.78%</td>
</tr>
</tbody>
</table>
The second scenario test included four experiments, namely the experiment to test the performance of standard backpropagation method (BP), backpropagation method with Nguyen-Widrow optimization algorithm (BP-NW), backpropagation method with Stimulus-Sampling optimization algorithm (BP-SS) and backpropagation method with Nguyen-Widrow and Stimulus-Sampling optimization algorithms (BP-NW-SS). In this scenario, the network architecture was created based on the results of the first scenario. Each experiment used 0.4 learning rate, 4 hidden units for dataset A and 8 hidden units for dataset B, maximum epoch 500, error target 0.001, and K-Fold Cross Validation process with \( K = 10 \) for dataset A and \( K = 3 \) for dataset B. Each testing in this paper was carried out 10 times, the values in the tables are the average values. The testing results of the second scenario are shown in Tables 3 and 4.

According to Figs. 4 and 5, it can be seen that the BP-NW-SS method produced the best value of accuracy, sensitivity, and specificity, namely 99.05%, 98.60%, and 99.60%, while the fastest execution time was produced by the BP-NW method, which was 94.36 seconds. Similar to the results for dataset A, based on Table 4, the BP-NW-SS method using dataset B produced the best value of accuracy, sensitivity, and specificity, namely 85.00%, 96.19%, and 13.33%, while the fastest execution time was produced by the BP-NW method, which was 16.29 seconds.

Table 3. Second scenario testing results (dataset A).

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Time (s)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>98.45%</td>
<td>98.00%</td>
<td>98.90%</td>
<td>102.34</td>
<td>0.0025542</td>
</tr>
<tr>
<td>BP-NW</td>
<td>98.90%</td>
<td>98.20%</td>
<td>99.60%</td>
<td>94.36</td>
<td>0.0024475</td>
</tr>
<tr>
<td>BP-SS</td>
<td>98.90%</td>
<td>98.30%</td>
<td>99.50%</td>
<td>97.28</td>
<td>0.0023676</td>
</tr>
<tr>
<td>BP-NW-SS</td>
<td>99.05%</td>
<td>98.60%</td>
<td>99.60%</td>
<td>96.55</td>
<td>0.0023494</td>
</tr>
</tbody>
</table>

Table 4. Second scenario testing results (dataset B).

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Time (s)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>83.33%</td>
<td>94.29%</td>
<td>6.67%</td>
<td>26.126</td>
<td>0.0009658</td>
</tr>
<tr>
<td>BP-NW</td>
<td>83.33%</td>
<td>95.24%</td>
<td>6.67%</td>
<td>16.295</td>
<td>0.0009507</td>
</tr>
<tr>
<td>BP-SS</td>
<td>84.17%</td>
<td>96.19%</td>
<td>6.67%</td>
<td>16.314</td>
<td>0.0009364</td>
</tr>
<tr>
<td>BP-NW-SS</td>
<td>85.00%</td>
<td>95.24%</td>
<td>13.33%</td>
<td>16.374</td>
<td>0.0009338</td>
</tr>
</tbody>
</table>

![Average Value of Accuracy, Sensitivity, and Specificity](image-url)

Fig. 4. Comparison of average value of accuracy, sensitivity, and specificity (dataset A).

For dataset B, which contained fewer data than dataset A, we tried to conduct an additional experiment without using K-Fold Cross-Validation. This experiment produced all accuracy, sensitivity, and specificity values of 100% and still the optimization algorithm Nguyen-Widrow and Stimulus-Sampling could reduce the training time.

The level of sensitivity and specificity of each model were then summarized in the form of a ROC (Receiver Operating Characteristic) Curve. The ROC curve can show the ability of a method to classify data into each class within a certain threshold range. Figures 6 and 7 visualize the ROC curve comparison. Each ROC curve was then compared using the AUC (Area Under the Curve) value. The AUC value was obtained by calculating the area under the ROC curve.

The higher the AUC value, the more the method can distinguish data between class one and other classes [43]. Based on the ROC curve in Fig. 6 for Dataset A, the AUC values of the BP, BP-NW, BP-SS, and BP-NW-SS methods were respectively 0.9850, 0.9875, 0.9890, and 0.9912. Then in Fig. 7 for Dataset B, the AUC values of the BP, BP-NW, BP-SS, and BP-NW-SS methods were respectively 0.6785, 0.7050, 0.7611, and 0.8570. The BP-NW-SS method produced the highest AUC value in both datasets A and B, which showed the best ability to classify MicroRNA profiles among the other methods.

A one-way ANOVA technique with posthoc Tukey and Wilcoxon signed-rank test were chosen to compare the performance of BP-NW-SS with the standard BP statistically. The test showed the statistically significant difference based on the running time, Tukey HSD p-value = 0.0010053 (p-value < 0.05) and based on the accuracy, Tukey HSD p-value = 0.002066 (p-value < 0.05).

The Wilcoxon signed-rank test also indicated a significant difference that BP-NW-SS method produced better performance than standard BP algorithm with Asymp. Sig. (2-tailed) value was 0.005 (p-value < 0.05) based on running time and 0.026 (p-value < 0.05) based on accuracy values.
To ensure the effectiveness of the use of Nguyen-Widrow and Stimulus-Sampling, we conducted an additional experiment using WBCD Dataset as used in the previous research by Gorunescu and Belciug [26]. In this experiment, we did not use the same experimental parameters and setting, but the result of BP-SS was still following the previous study by Gorunescu and Belciug [26]. From Table 5, we can see that the BP-NW-SS still could produce the best performance and faster training time. Then in Table 6, the accuracy values were compared to Dataset A, but not Dataset B, since the predicted classes of WBCD dataset and Dataset A were the same. It can be seen that dataset A could produce better performances than WBCD dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Time (s)</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>94.33%</td>
<td>94.09%</td>
<td>94.98%</td>
<td>192.94</td>
<td>0.0009989</td>
</tr>
<tr>
<td>BP-NW</td>
<td>95.04%</td>
<td>94.75%</td>
<td>95.33%</td>
<td>171.12</td>
<td>0.0009986</td>
</tr>
<tr>
<td>BP-SS</td>
<td>95.30%</td>
<td>94.81%</td>
<td>96.22%</td>
<td>173.03</td>
<td>0.0009985</td>
</tr>
<tr>
<td>BP-NW-SS</td>
<td>96.46%</td>
<td>95.28%</td>
<td>97.64%</td>
<td>172.53</td>
<td>0.0009983</td>
</tr>
</tbody>
</table>

Fig. 6. ROC curves (dataset A).

Fig. 7. ROC curves (dataset B).
Table 6. Comparison of accuracy value of WBCD dataset and dataset A.

<table>
<thead>
<tr>
<th>Method</th>
<th>WBCD</th>
<th>Dataset A</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>94.33%</td>
<td>98.45%</td>
</tr>
<tr>
<td>BP-NW</td>
<td>95.04%</td>
<td>98.90%</td>
</tr>
<tr>
<td>BP-SS</td>
<td>95.30%</td>
<td>98.90%</td>
</tr>
<tr>
<td>BP-NW-SS</td>
<td>96.46%</td>
<td>99.05%</td>
</tr>
</tbody>
</table>

In this study, there were two main focuses. Firstly, breast cancer classification is based on microRNA profile was conducted as a technique to perform early detection. Secondly, a classification model with better performance and faster training time were developed by implementing Nguyen-Widrow and the Stimulus-Sampling optimization algorithm to the standard backpropagation. Compared to the standard backpropagation, it could be seen that the Nguyen-Widrow algorithm and the Stimulus-Sampling algorithm proved to be able to increase the level of accuracy, sensitivity, and specificity and reduce the training time. This decrease in excess time showed that the use of optimization algorithms could accelerate the convergence during the training process. Another previous study by Aljarah et al. [44] that applied an optimization to multilayer perceptron was conducted in 2018, the optimizer was called Whale Optimization Algorithm (WOA) where some search agents were initialized. Each search agent represents a candidate of multilayer perceptron network, then the network with the smallest MSE was chosen.

This optimization was proved to be able to maintain the accuracy value with average of 97.31% for breast cancer dataset and speed up the convergence [44]. Differ from WOA, in this study, Nguyen-Widrow algorithm provided weights value initialization that was not too small or too large so that the convergence process could be enhanced. Meanwhile, the use of Stimulus-Sampling improved the performance of backpropagation by strengthening the output unit, which gave the smallest error value. Consequently, the error value kept decreasing in each epoch. The results were in accordance with the results of study by Gorunescu and Belciug [26] where BP-SS could outperform BP with 95.3% accuracy, they were the first who proposed Stimulus-Sampling approach in their study. They didn’t use other optimization algorithm to shorten the running time resulted in no different running time between the proposed method and 3-MLP.

The highest accuracy value, 99.05%, from this research was obtained using backpropagation method with Nguyen-Widrow and Stimulus-Sampling algorithm optimization. This surprisingly high value indicated both excellent classification method and dataset. The performance of the classification method had been compared. Then, to ensure the statement of the previous sentence, we conducted a feature selection over the original dataset of microRNA from the GDC Data Portal National Cancer Institute with 1881 features. Using SVM-RFE and Univariate Selection methods, some datasets with different feature combination was obtained. We also used an operator from RapidMiner, the correlation matrix, to obtain the best features set. These three methods were chosen because SVM-RFE, Univariate Selection, and Correlation had successfully used in gene selection, even univariate selection could outperform the multivariate approach [37, 38, 45]. Then the feature sets were classified using BP-NW-SS and the results are shown in Table 7. This
testing results used the same dataset (Dataset A), but with different features depending on the feature selection method used.

<table>
<thead>
<tr>
<th>Method</th>
<th>Features</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation matrix</td>
<td>hsa-mir-21, hsa-mir-200a, hsa-mir-7705, hsa-mir-141, hsa-mir-139, hsa-mir-10b</td>
<td>98.50%</td>
</tr>
<tr>
<td>SVM-RFE</td>
<td>hsa-mir-379, hsa-mir-625</td>
<td>71.50%</td>
</tr>
<tr>
<td>Univariate selection</td>
<td>hsa-let-7c, hsa-mir-100, hsa-mir-10b, hsa-mir-143, hsa-mir-148a, hsa-mir-182, hsa-mir-183, hsa-mir-21, hsa-mir-22, hsa-mir-375</td>
<td>98.33%</td>
</tr>
</tbody>
</table>

For each selection feature method, the experiment was executed 10 times to produce 10 features. Then, features that showed up in all 10 experiments were selected as the most significant features, the results are as in Table 7 columns. Features obtained from the research by Lorio et al. [8] that used in this research (i.e., hsa-mir-10b, hsa-mir-21, hsa-mir-125b-1, hsa-mir-125b-2, hsa-mir-145, and hsa-mir-155). Therefore, it was proved that the features of dataset A were very potential as biomarkers in breast cancer detection.

However, 98.50% was a high number too and the dataset could become an alternative. Compared to Dataset A, both of them have six features, even two of them are the same (i.e., hsa-mir-21 and hsa-mir-10b) and the other four are different (i.e., hsa-mir-200a, hsa-mir-7705, hsa-mir-141, and hsa-mir-139). Uhlmann et al. [46] in their study stated that hsa-mir-200 family had a tumor-suppressor function that regulated viability, EGF-driven cell invasion, and cell cycle progression in breast cancer. It was also known that hsa-mir-200 regulated the expression of SIRT1 and EMT-like transformation in mammary epithelial cells in samples of breast cancer patient [47]. To our knowledge, the functionality of hsa-mir-7705 had never been reported to be related to breast cancer, but a study confirmed that it had association with bladder urothelial carcinoma patient survival [48]. Based on study by Neves et al. [49], hsa-mir-141 played an important role since it acted as metastasis suppressor genes and regulated by DNA methylation that suggested epigenetic regulation in aggressive breast cancer cell lines. Recent study stated that hsa-mir-139 involved in anti-metastatic and anti-oncogenic activity in human body, it also induced apoptosis, inhibited migration and invasion in breast cancer cells [50]. Eventually, these features indeed had significant role in the progression and prognosis of breast cancer.

As for the case of metastasis stage, the highest accuracy value was 85.00% using BP-NW-SS method and 48 MicroRNA features. Based on medical studies by Lan et al. [51], 4 features were selected from features of Dataset B (i.e., hsa-mir-196a, hsa-mir-205, hsa-mir-29b, hsa-mir-34b). We also used feature selection method to obtain some feature set combinations. These feature sets were classified using BP-NW-SS and the results are shown in Table 8. This testing results used the same dataset (dataset B), but with different features depended on the feature selection method used.
From Table 8, we can see that only accuracy value obtained using a feature set from medical studies by Neves et al. [49] could outperform the accuracy value of dataset B, 2.5% higher. While features set from RapidMiner correlation value, SVM-RFE, and Univariate Selection could not reach a higher value. Generally, a dataset with less features takes shorter of running time.

However, fewer or more features do not guarantee high accuracy since there might be some features with missing values, no related to the disease, or insignificant correlation. Therefore, datasets containing features with strong correlation and significant role to disease identification are more reliable.

Lan et al. [51] stated that only microRNA features with an aberrant expression that is closely associated with the pathogenesis and progression of human malignancies. Some features are specific to the cancer cells [52]. This indicated that the feature selection involving the medical aspect and proved to be associated with the certain disease could produce a better feature set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Features</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selected feature from Eades et al. [47]</td>
<td>hsa-mir-196a, hsa-mir-205, hsa-mir-29b, hsa-34b</td>
<td>87.50%</td>
</tr>
<tr>
<td></td>
<td>hsa-mir-214, hsa-mir-92b</td>
<td></td>
</tr>
<tr>
<td></td>
<td>hsa-mir-130a, hsa-196a, hsa-mir-345, hsa-181a</td>
<td></td>
</tr>
<tr>
<td>Correlation matrix</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM-RFE</td>
<td>hsa-mir-196a, hsa-mir-29c, hsa-mir-92</td>
<td>79.67%</td>
</tr>
<tr>
<td></td>
<td>hsa-mir-122a, hsa-mir-130a, hsa-mir-181a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>hsa-mir-181b, hsa-mir-192, hsa-mir-200a, hsa-mir-210, hsa-mir-214, hsa-mir-375, hsa-mir-99a</td>
<td>83.33%</td>
</tr>
</tbody>
</table>

| Univariate selection           |                                                                          |          |

4. Conclusions

The backpropagation method with Nguyen-Widrow and Stimulus-Sampling algorithm optimization showed the best performance with AUC value 0.9912 and 0.8570. This denoted that this model had excellent ability to classify breast cancer, both normal or breast class and before or after metastasis stage class, based on microRNA profiles. The features of hsa-miR-10b, hsa-miR-21, hsa-miR-125b-1, hsa-miR-125b-2, hsa-miR-145, and hsa-miR-155 proved to be very potential as a breast cancer biomarker, however, feature selection methods could be used to generate alternative feature set combination. The combination of Nguyen-Widrow and Stimulus-Sampling algorithm proved to be able to increase the value of accuracy, sensitivity, and specificity and reduce the execution time in the backpropagation method. Further research can be focused on extracting more information about each feature in the dataset and finding out whether the order of the six microRNA features when entering the input layer can affect the performance of the method used.
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Nomenclatures

c Counter variable
n Number of input unit
m Number of output unit
p Number of hidden unit
s Stimulus value given to output unit
t\_k Target value of output unit y\_k
v\_{ij} Weight value from input unit x\_i to hidden unit z\_j
w\_{kj} Weight value from hidden unit z\_j to output unit y\_k
x\_i Input unit

Greek Symbols

\beta Nguyen-Widrow scale factor
\delta Error factor

Abbreviations

ABC Artificial Bee Colony
ACO Ant Colony Optimization
ALO Ant Lion Optimizer
AUC Area Under the Curve
BP Backpropagation
BP-NW Backpropagation with Nguyen-Widrow algorithm optimization
BP-SS Backpropagation with Stimulus-Sampling algorithm optimization
K-NN K-Nearest Neighbor
EMT Epithelial to Mesenchymal Transition
GA Genetic Algorithm
GDC Genomic Data Commons
MLP Multilayer Perceptron
MSE Mean Squared Error
PSO Particle Swarm Optimization
ROC Receiver Operating Characteristic
SSO Social Spider Optimization
SVM Support Vector Machine
SVM-RFE Support Vector Machine - Recursive Feature Elimination
RFE
WAO Whale Optimization Algorithm
WBCD Wisconsin Breast Cancer Diagnostic
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