Abstract

Edge detection plays an important role in image processing. Edge detectors have always been a compromising between information and noise. Since edge detection is a derivative operation, it tends to amplify noise. This means that increasing the amount of information may increase the noise as well. There are a variety of edge detectors or operators with different size of the kernel. In general, many established edge detectors focus on the gradient in grayscale image to detect edges. This paper proposed an improvement of edge detection algorithm by considering two edge features: gradient and length. In the proposed algorithm, the threshold value of the gradient was set to a value similar to a default value used in other existing edge detectors. The length of the edges feature was used to increase the robustness of the proposed algorithm towards the noise. The proposed algorithm was validated with synthetic and natural images with the inclusion of three types of noise: additive, multiplicative and impulsive noises. Results were compared with other established edge detectors whereby the proposed algorithm demonstrated its superiority in handling edges in low contrast regions and less sensitive towards the noise.
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1. Introduction

Edge detection is one of the important and widely used low-level image processing technique and it is substantial for subsequent intermediate and high-level processes like segmentation, recognition, classification, and other stages in machine learning applications [1-4].

In edge detection, using operators with a kernel size of 2×2 pixels or 3×3 pixels like Robert, Sobel and Prewitt succeed in edge detection but they cannot produce good quality when applied to noisy images [5]. Using a larger kernel with the size of 5×5 pixels or more, such as Rotating Kernel Transformation (RKT) [6], is high resistance to noise. However, the larger the kernel is used, the slower and poorer it becomes in detecting edges especially low contrast and small edges like corners.

The operator of Canny Edge Detector (CED) [7, 8] reduces the noise by smoothing the image with a Gaussian filter, applies non-maxima suppression and uses hysteresis thresholding to detect the edges. Estimated Ground Truth edge detection algorithm (EGT) uses multiscale analysis of Canny to detect edges [9]. EGT is more robust to noise compare to the CED. However, EGT was criticized for being too slow and highly dependent on the initial set of values, which make it impractical [10]. Scale Multiplication of Canny (SMC) [11], is a robust algorithm towards noise but weak at detecting low contrast edges. Recently, the work of [12] proposed Snakelet edge detection (SED) which is an approach to connect the discontinuous edges applying snakelet. Their method was to track the edges first to initialize the snake. After that, the snake grows based on the internal and external energy. The internal energy is the length of the edge or the length of the snake itself. The external energy is the gradient of the image. SED was able to connect the edges and good at detecting the boundary of the object in less detailed images compared with CED. However, with the inclusion of noise in the image, or when the shapes of the edges tend to be irregular like a tree, the snake might also detect the noises and connect them to the real edges. This may reduce the accuracy of the edge detection process.

Edge detection algorithms based on morphological analysis were presented in [13-16]. Morphological edge detection algorithm depends highly on the shape and the direction of the edges, which may lead to non-continuous edges. It may also shift the location of the edges to a certain area especially when dilation and erosion operations were overly used, which reduce the edge localization accuracy.

Apart from the direct kernel convolution approach, other researchers use non-linear operators for edge detection. The work of [17] was a comparison of using different approaches like linear and non-linear operators in edge detection. Their work showed the advantages of using the non-linear approach as pre-filtering to smooth the image and prepare it for further image processing like edge detection. The researchers showed that using non-linear pre-filtering, in general, led to better results compared with linear filtering in noisy images. The researchers in [18] proposed a Non-Linear Filtering Scheme edge detector (NLFS) which uses non-linear operator and capable of suppressing noises. The image was smoothed using a Gaussian filter, then non-linear filter with local maxima suppression was applied to detect edges. The advantage of NLFS is in resisting noise. NLFS tends to shift the location of the edges towards the light area, which may help in detecting, estimating and tracking the edges in multiple scale image analysis.
The non-linear filter NLFS was also used to estimate the noise in the work of [19, 20]. The work of [21] showed the advantages of NLFS compared with CED. The researchers showed that NLFS tended to generate clearer and less noisy edges compared with CED. The work of [22] was another non-linear filtering scheme. In their work, Non-linear Noise Suppression Edge Detection (NNSED) approach was proposed and compared with NLFS. NNSED suppressed much noise compared with NLFS. NNSED considered the image pixel to be an edge pixel if the slopes of the non-linear filters are the same (positive or negative).

Machine learning algorithms like structure forest and genetic algorithm are used to detect edges like in the works of [23-25]. Compared to the other edge detectors, machine-learning algorithms require samples to be trained before edges can be detected. Therefore, the accuracy of this type of algorithms depends on the quality and quantity of training samples. This type of algorithms is not preferred to detect edges because of its complexity, which makes it time-consuming. The work of [26] used machine learning to classify image based on the image features like the length and intensity. The work of [5] used an unsupervised backtracking search algorithm, which is a type of optimization algorithm. The work of [27] combined two learning algorithms like k-means clustering and genetic algorithms. However, using two iterative learning algorithms make the edge detector slow and complex. Despite the advantages of using a machine-learning algorithm in edge detection, this type of edge detectors is not preferred by the researchers. In the work of [12], the researchers criticized machine learning edge detectors of being slow. They also addressed another limitation, which is the difficulties to provide the samples for learning.

From the literature, researchers used many thresholding techniques to distinguish between true and false edges. For example, CED and SMC use hysteresis thresholding technique with two thresholds. In EGT, the researchers used Receiver Operating Characteristics (ROC) thresholding technique. OTSU adaptive thresholding is used in [28] to automatically determine the threshold of Canny edge detector. These thresholding techniques were not the best solution to deal with noise. Selecting the appropriate threshold may reduce the noise and give a better edge image. However, these techniques may not work with speckle and salt and pepper noises. This is because these types of noise create very large contrast changes in the image, which cannot be removed by just selecting the appropriate thresholds. Using their techniques, speckle noise in bright areas and salt and pepper noise may appear as high contrast edges.

In general, many edge detectors can detect not only edges but amplify noises as well. In this paper, we proposed a new edge detection algorithm based on NLFS. This is because NLFS in the work of [18] was highly resistant to noise. The aim of this algorithm is to enhance NLFS toward noise (Gaussian, speckle and salt and pepper) and to reduce the trade-off between information and noise. This is done by tracking the edges of NLFS, measuring their lengths and removing the very short edges. This is because NLFS tends to create very short edges in a noisy part of the image. The algorithm does not affect the non-noisy parts of the image, which allows it to detect low contrast edges. The rest of this paper is organized as follow; NLFS and the proposed algorithm are presented in details in Section 2. Experiments on synthetic and natural images are presented in Section 3. The discussion is presented in Section 4. Finally, this paper ends with a conclusion in Section 5.
2. Methodology

NLFS algorithm proposed in [18] worked by smoothing the image with a Gaussian filter to reduce noise then applying non-linear filtering scheme to get the magnitude. Assume that an image \( I \) is smoothed by Gaussian filters horizontally \( N_x \) and vertically \( N_y \) as in the Eq. (1), where \( S \) is the smoothed image.

\[
S = I * N_x * N_y
\]  

(1)

After that, non-linear filters are applied to the smoothed image to get the horizontal and the vertical components \( S_H \) and \( S_V \). To do this, NLFS convolves the smoothed image with non-linear horizontal filters \( H^+ \) and \( H^- \) to get \( S_H \) as in Eqs. (2)-(4) and with non-linear vertical filters \( V^+ \) and \( V^- \) to get \( S_V \) as in Eqs. (5)-(7).

\[
S_H = S_{H^+} + S_{H^-}
\]  

(2)

\[
S_{H^+} = S * H^+ | S_{H^+} \geq 0
\]  

(3)

\[
S_{H^-} = -(S * H^-) | S_{H^-} \leq 0
\]  

(4)

where \( H^+ = [0 \ 1 \ -1] \) and \( H^- = [1 \ -1 \ 0] \)

\[
S_V = S_{V^+} + S_{V^-}
\]  

(5)

\[
S_{V^+} = S * V^+ | S_{V^+} \geq 0
\]  

(6)

\[
S_{V^-} = -(S * V^-) | S_{V^-} \leq 0
\]  

(7)

where \( V^+ = \begin{bmatrix} 0 & 1 & -1 \end{bmatrix} \) and \( V^- = \begin{bmatrix} 1 \\ -1 \\ 0 \end{bmatrix} \)

After that, the gradient or magnitude \( M \) is calculated using Eq. (8). In this step, the magnitude is rescaled and normalized. In order to retain the width of the edge to one pixel and to get a better localization, local maxima of \( M \) is calculated. The researchers [18] did not suggest a thresholding mechanism for NLFS. For comparison reason of this work, we find NLFS edge image, \( I_e \), by using thresholding technique for NLFS based on determining 70% of the histogram in \( M \). This thresholding technique is used in CED to determine the high threshold. The 70% value of the threshold is used based on the work of [8, 29] and they suggested that if more than 80% of the histogram is used, it may lead to non-continuous edges.

\[
M = \sqrt{S_H^2 + S_V^2}
\]  

(8)

A good edge detection algorithm is an algorithm that is able to detect as many true edges as possible while removing the noise and false edges [30]. However, the presence of noise and some irregular structures in the image can cause the edge detector to misclassify noise as edges. In this case, these edges are unwanted. There are many types of noise that may degrade an image. Additive type noise like Gaussian noise is commonly found in images with low illumination. The equation of the image with Gaussian noise is \( I + N(\mu_N, \sigma_N) \), where \( N(\mu_N, \sigma_N) \) is a Gaussian random distribution with mean \( \mu_N \) and variance \( \sigma_N \). Multiplicative noise like speckle noise is usually found in satellite radar images and the equation of the image with speckle noise is \( I + fN(\mu_U, \sigma_U) \), where \( U(\mu_U, \sigma_U) \) is a uniform random distribution with mean \( \mu_U \) and variance \( \sigma_U \). Some images might also contain impulsive noise like salt and pepper noise. Besides the three famous types of noise, there are many other types of image degradation like aliasing, jpeg compression, blurring,
illumination. However, the focus of this work is on the additive, multiplicative and impulsive noises. In general, the lengths of the noisy edges tend to be short, while for the true edges, their lengths are longer. This feature of the noisy edges provides a priori knowledge about noise so that they can be removed.

The proposed Enhanced Non-linear Filtering Scheme edge detector algorithm (ENLFS) is different from NLFS in which it included the length of the edge as additional feature together with the gradient. It is assumed that the true edges tend to be longer than noisy edges. The inclusion of the edge length makes the proposed algorithm more resistant to noise. The gradient edge feature $G$ is the magnitude image $M$ masked by the NLFS edge image $I_e$ as in the Eq. (9).

$$G = \begin{cases} M, & I_e = 1 \\ 0, & I_e = 0 \end{cases} \quad (9)$$

The length edge feature $L$ is calculated by tracking the edges of NLFS edge image $I_e$ and counting the number of pixels for each edge. Figure 1 shows how to track and measure the length of the edges $l$. Figure 1 shows three types of edges. They are opened edge, closed edge and branched edge. The first step is to scan NLFS edge image $I_e$ to find edge pixel, starting/ending edge pixel and branched edge pixel. The scanning is done under the assumption that the edges are one-pixel width and by considering eight connected neighbours. Starting/Ending edge pixel is an edge pixel with one neighbour edge pixel ignoring branched edge pixel. The branched edge pixel is an edge pixel with three or more neighbour edge pixels. To track an edge, the algorithm starts from the starting/ending edge pixel of an edge until it reaches the other starting/ending edge pixel. This tracking considers all possible directions like horizontal, vertical and diagonal. In each step of tracking, one neighbour edge pixel is counted until all edge pixels of the edge are counted. The length of the edge $l$ is the number of edge pixels counted along the edge. This procedure is repeated for all open and branched edges. Finally, for the closed edges, the algorithm starts from any edge pixel and tracks the edge until it reaches the starting edge pixel. This tracking method tracks each edge once only.

It is important to mention that there are two main reasons why we selected the edges produced from NLFS algorithm as the initial edges to be tracked. The first reason is that NLFS operator is more resistant to noises than that of convolution type operators. The second reason is because NLFS uses non-linear filtering scheme, which can be biased to a certain area. In this operator, it is biased to the light area. This bias makes sure that the edge is continuous along one segment (light area segment) which reduces the possibility to track non-related edges from other segments.

Fig. 1. Calculating edge length of opened, closed, and branched edges.
Finally, the edge image of the proposed ENLFS algorithm $I_E$ is calculated in Eq. (10), where the gradient edge feature $G$ and the length edge feature $L$ contribute to detecting the true edges. The value of length threshold $T_L$ for this work is set to be five pixels as we found in many experiments it was a suitable value for the ENLFS to differentiate between true edges and noises

$$I_E = \begin{cases} 
1, & L/T_L + G \geq 1 \\
0, & L/T_L + G < 1 
\end{cases}$$

(10)

3. Experiments

The proposed algorithm ENLFS was compared with the most recent and related algorithms like NLFS, NNSED with Gaussian pre-filtering and SED. In order to make a better comparison, ENLFS is also compared with traditional and standard CED. Accuracy assessment was done using $F1$ value, which is the harmonic mean of the precision and recall whereby both are derived from true positive (TP), true negative (TN), false positive (FP), and false negative (FN) as in Eqs. (11)-(14) [26, 31, 32].

In more detail, the image is treated as a binary classification task between the pixels of edge image and the ground truth image. TP is the number of edge pixels in the edge image that match the edge pixels in the ground truth image. TN is the number of non-edge pixels in the edge image that match the non-edge pixels in the ground truth image. On the other hand, FP is the number of edge pixels in the edge image that do not match edge pixels in the ground truth image. FN is the number of non-edge pixels in the edge image that do not match non-edge pixels in the ground truth image. Several researchers [26, 32] used $F1$ value for accuracy assessment in the field of edge detection.

$$\text{Precision} = \frac{TP}{TP+FP}$$

(11)

$$\text{Recall} = \frac{TP}{TP+FN}$$

(12)

$$\text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN}$$

(13)

$$F1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$

(14)

Images that were used in the analyses included synthetic and natural images. The two synthetic images were generated on the lab computer. The two natural images were taken from [33]. These images are shown in Fig. 2 contain varying degrees of contrast, length, and shape of the edges. Results of the edge detectors like CED, NLSF, NNSED, SED and ENLFS are shown in Figs. 3-22. Qualitative analysis of the results can be performed by visually inspecting the results. Images were tested without noise and degraded with three types of noise like (Gaussian noise with mean, $\mu_N = 0$ and sigma, $\sigma_N = 0.01$), (Speckle noise with mean $\mu_U = 0$ and $\sigma_U = 0.05$) and (salt and pepper noise with a signal to noise ratio $\text{SNR} = 0.05$). The proposed edge detection algorithm ENLFS demonstrated its superiority as compared to others. Results show that ENLFS is able to detect small details and low contrast edge at the same time removing noise.
Fig. 2. Test images.

Fig. 3. Results of CED on the synthetic image of Fig. 2(a).

Fig. 4. Results of NLFS on the synthetic image of Fig. 2(a).
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Fig. 5. Results of NNSED on the synthetic image of Fig. 2(a).

Fig. 6. Results of SED on the synthetic image of Fig. 2(a).

Fig. 7. Results of ENLFS on the synthetic image of Fig. 2(a).

Fig. 8. Results of CED on the synthetic image of Fig. 2(b).
Fig. 9. Results of NLFS on the synthetic image of Fig. 2(b).

Fig. 10. Results of NNSED on the synthetic image of Fig. 2(b).

Fig. 11. Results of SED on the synthetic image of Fig. 2(b).

Fig. 12. Results of ENLFS on the synthetic image of Fig. 2(b).
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Fig. 13. Results of CED on the natural image of Fig. 2(c).

Fig. 14. Results of NLFS on the natural image of Fig. 2(c).

Fig. 15. Results of NNSED on the natural image of Fig. 2(c).

Fig. 16. Results of SED on the natural image of Fig. 2(c).
Fig. 17. Results of ENLFS on the natural image of Fig. 2(c).

Fig. 18. Results of CED on the natural image of Fig. 2(d).

Fig. 19. Results of NLFS on the natural image of Fig. 2(d).

Fig. 20. Results of NNSED on the natural image of Fig. 2(d).
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Fig. 21. Results of SED on the natural image of Fig. 2(d).

Quantitative analysis was done by calculating the F1 value, accuracy, precision, and recall. Only the two synthetic images were considered in the quantitative test because it is difficult to generate the ground truth from natural images and it is subjected to the researchers. Table 1 shows the average F1 values taken from the two synthetic images without noise and with Gaussian, speckle and salt and pepper noises. The proposed algorithm produced the highest F1 values in images without noise, with Gaussian, speckle, salt and pepper. Table 2 shows the average accuracies on the synthetic images. The proposed algorithm produced the highest accuracy in all the cases. Table 3 shows the average precisions. Here, the proposed algorithm produced the highest precisions. Finally, Table 4 shows the average recalls, where CED tends to produce the highest recalls. In general, the proposed algorithm produced the best results.

Table 1. Average F1 values of the two synthetic images.

<table>
<thead>
<tr>
<th>Noise</th>
<th>CED</th>
<th>NLFS</th>
<th>NNSED</th>
<th>SED</th>
<th>ENLFS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0000</td>
<td>0.5012</td>
<td>0.4999</td>
<td>0.5812</td>
<td>0.7351</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.3531</td>
<td>0.5000</td>
<td>0.4999</td>
<td>0.5127</td>
<td>0.7351</td>
</tr>
<tr>
<td>Speckle</td>
<td>0.3892</td>
<td>0.4494</td>
<td>0.4774</td>
<td>0.5127</td>
<td>0.5764</td>
</tr>
<tr>
<td>Salt and pepper</td>
<td>0.4079</td>
<td>0.3820</td>
<td>0.3913</td>
<td>0.4606</td>
<td>0.5764</td>
</tr>
<tr>
<td>Overall Average</td>
<td>0.5375</td>
<td>0.5831</td>
<td>0.5917</td>
<td>0.6386</td>
<td>0.7233</td>
</tr>
</tbody>
</table>

Table 2. Average accuracies of the two synthetic images.

<table>
<thead>
<tr>
<th>Noise</th>
<th>CED</th>
<th>NLFS</th>
<th>NNSED</th>
<th>SED</th>
<th>ENLFS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0000</td>
<td>0.5000</td>
<td>0.4999</td>
<td>0.5812</td>
<td>0.7351</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.7704</td>
<td>0.9029</td>
<td>0.8918</td>
<td>0.9423</td>
<td>0.9790</td>
</tr>
<tr>
<td>Speckle</td>
<td>0.8508</td>
<td>0.8870</td>
<td>0.8832</td>
<td>0.9184</td>
<td>0.9569</td>
</tr>
<tr>
<td>Salt and pepper</td>
<td>0.8702</td>
<td>0.8261</td>
<td>0.8297</td>
<td>0.9070</td>
<td>0.9528</td>
</tr>
<tr>
<td>Overall Average</td>
<td>0.8728</td>
<td>0.9040</td>
<td>0.9011</td>
<td>0.9419</td>
<td>0.9722</td>
</tr>
</tbody>
</table>
Table 3. Average precisions of the two synthetic images.

<table>
<thead>
<tr>
<th>No noise</th>
<th>Gaussian</th>
<th>Speckle</th>
<th>Salt and pepper</th>
<th>Overall Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>1.0000</td>
<td>0.2235</td>
<td>0.2490</td>
<td>0.2621</td>
</tr>
<tr>
<td>NLFS</td>
<td>1.0000</td>
<td>0.3378</td>
<td>0.2926</td>
<td>0.2379</td>
</tr>
<tr>
<td>NNSED</td>
<td>1.0000</td>
<td>0.3392</td>
<td>0.3202</td>
<td>0.2468</td>
</tr>
<tr>
<td>SED</td>
<td>1.0000</td>
<td>0.4239</td>
<td>0.3587</td>
<td>0.3025</td>
</tr>
<tr>
<td>ENLFS</td>
<td>1.0000</td>
<td>0.6300</td>
<td>0.4287</td>
<td>0.4287</td>
</tr>
</tbody>
</table>

Table 4. Average recalls of the two synthetic images.

<table>
<thead>
<tr>
<th>No noise</th>
<th>Gaussian</th>
<th>Speckle</th>
<th>Salt and pepper</th>
<th>Overall Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>1.0000</td>
<td>0.9943</td>
<td>0.9948</td>
<td>0.9931</td>
</tr>
<tr>
<td>NLFS</td>
<td>1.0000</td>
<td>0.9710</td>
<td>0.9769</td>
<td>0.9886</td>
</tr>
<tr>
<td>NNSED</td>
<td>1.0000</td>
<td>0.9845</td>
<td>0.9902</td>
<td>0.9811</td>
</tr>
<tr>
<td>SED</td>
<td>1.0000</td>
<td>0.9899</td>
<td>0.9902</td>
<td>0.9811</td>
</tr>
<tr>
<td>ENLFS</td>
<td>1.0000</td>
<td>0.8962</td>
<td>0.9902</td>
<td>0.9362</td>
</tr>
</tbody>
</table>

Figure 23 shows the average $F_1$ values of the two synthetic images degraded with Gaussian, speckle, and salt and pepper noises. The proposed algorithm produced the highest $F_1$ values in all cases. Figure 23 also shows that when the level of noise for all the Gaussian, speckle and salt and pepper noises were $\sigma_N = \sigma_U = SNR = 0$, the $F_1$ values for all tested algorithms were approaching 1. However, when the level of noise increased, the $F_1$ values for all the algorithms were reduced. The $F_1$ value of the CED demonstrated sharp reduction, while the $F_1$ value for the proposed algorithm decreased steadily. Based on this trend, the $F_1$ value for the proposed algorithm maintained as the highest in varying level of noises, suggesting that the algorithm was highly resistant to noises.

(a) Gaussian noise.  
(b) Speckle noise.  
(c) Salt and pepper noises.

Fig. 23. Average $F_1$ values tested on the two synthetic images with varying levels of sigma of Gaussian noise, Speckle noise and SNR of salt and pepper noises.
4. Results and Discussion

This paper proposed a new edge detection algorithm ENLFS based on NLFS operator. Apart from the gradient, this algorithm enhanced NLFS operator by considering the length of the edges as an additional feature. The threshold of the gradient was determined by 70% of the histogram of the magnitude image. Using non-linear filtering scheme enabled the proposed algorithm to detect low contrast edges and resist noise. Similar to the NLFS operator, the proposed algorithm used non-maxima suppression, which improved the edge localization. The advantage of this feature enabled sharp edges and angles to be detected clearly.

This paper presented two contributions in this work. Firstly, the proposed algorithm ENLFS was sufficient to detect low contrast and small edges and highly resistant to additive, multiplicative and impulsive noises. Comparison between the tested algorithms demonstrated that the proposed edge detection algorithm was superior over them. Secondly, apart from the gradient feature of the edge, an additional feature of the edges like the length was considered. This approach enabled the proposed algorithm to focus on long edges. The reason for this is that the longer edges tend to have a high probability to be considered as true edges. Therefore, informative edges can be extracted with less noise. Understanding the noise by analyzing the edge features is a key success of the proposed algorithm. In the future work, more edge features and the optimum threshold of the edges, will be considered to suit with different types of applications.

5. Conclusion

In this paper, a new enhanced non-linear scheme edge detection algorithm ENLFS based on NLFS operator is proposed. Incorporating the length feature in addition to the gradient feature is the key success toward removing noise. ENLFS is tested considering images without noise and with different types of noise. It is also tested with synthetic and natural images. Results demonstrated that ENLFS is more robust to noise and at the same time able to detect low contrast and short edges compare to CED, NLFS, NNSED and SED. This suggests that the trade-off between noise and information is low.

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>Gradient edge feature</td>
</tr>
<tr>
<td>$H^+, H^-$</td>
<td>Non-linear horizontal filters (positive and negative)</td>
</tr>
<tr>
<td>I</td>
<td>Input original image</td>
</tr>
<tr>
<td>$I_{e}, I_e$</td>
<td>Edge images of ENLFS and NLFS</td>
</tr>
<tr>
<td>L, $l$</td>
<td>Length edge feature and length of single edge</td>
</tr>
<tr>
<td>M</td>
<td>Gradient or magnitude image</td>
</tr>
<tr>
<td>$N_x, N_y$</td>
<td>Horizontal and vertical Gaussian filters</td>
</tr>
<tr>
<td>S</td>
<td>Smoothed image by Gaussian filters</td>
</tr>
<tr>
<td>$S_{Hx}, S_{V}$</td>
<td>Horizontal and vertical non-linear components</td>
</tr>
<tr>
<td>$T_L$</td>
<td>Length threshold</td>
</tr>
<tr>
<td>$V^+, V^-$</td>
<td>Non-linear vertical filters (positive and negative)</td>
</tr>
</tbody>
</table>

Greek Symbols
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\( \mu_N, \mu_U \)  Means of Gaussian and Speckle noises
\( \sigma_N, \sigma_U \)  Standard deviation of Gaussian and Speckle noises

**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CED</td>
<td>Canny Edge Detector</td>
</tr>
<tr>
<td>EGT</td>
<td>Estimated Ground Truth Edge Detector</td>
</tr>
<tr>
<td>ENLFS</td>
<td>Enhanced Non-Linear Filtering Scheme Edge Detector</td>
</tr>
<tr>
<td>FN</td>
<td>False Negative</td>
</tr>
<tr>
<td>FP</td>
<td>False Positive</td>
</tr>
<tr>
<td>SMC</td>
<td>Scale Multiplication of Canny Edge Detector</td>
</tr>
<tr>
<td>NLFS</td>
<td>Non-Linear Filtering Scheme Edge Detector</td>
</tr>
<tr>
<td>NNSED</td>
<td>Non-Linear Noise Suppression Edge Detector</td>
</tr>
<tr>
<td>RKT</td>
<td>Rotating Kernel Transformation Edge Detector</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operating Characteristics thresholding technique</td>
</tr>
<tr>
<td>SED</td>
<td>Snakelet Edge Detector</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>TN</td>
<td>True Negative</td>
</tr>
<tr>
<td>TP</td>
<td>True Positive</td>
</tr>
</tbody>
</table>
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