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#### Abstract

The purpose of this paper was to design a new sampling-based planning algorithm based on the integration of Rapidly-exploring Random Trees (RRT) and Probabilistic Roadmap Method (PRM) algorithms that could be used to build local path planning for autonomous vehicles. The RRT algorithm had the advantage of low computational time but provided suboptimal solutions, while the PRM algorithm had the advantage of providing asymptotically optimal solutions, but high computational time. Then the proposed algorithm combined the advantages of the two algorithms so that they had low computational time and provided optimal asymptotic solutions. The process was carried out by running the RRT algorithm several times to obtain several alternative suboptimal paths. Furthermore, the optimal solution was built using these suboptimal pathways, using the PRM-Djikstra path optimization algorithm. After the algorithm produced the final path, smoothing techniques using the Reed Sheep Planner algorithm employed to produce a smooth curved path. This study also compared the effect of using several variations of the RRT algorithm. With, tested algorithm in motion-planning problems of the nonholonomic vehicle. The results showed that our algorithm could produce higher quality output paths because the algorithm generated several sub-optimal paths and then combines them.
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## 1. Introduction

The autonomous vehicle is a vehicle system that can travel to a predetermined destination without the need for involvement of a manual driver by humans [1]. The basic workflow of an autonomous vehicle system is as follows [2]. First of all, the system builds a path from the current position to the destination position (known as global path planning). Global paths consist of waypoints that must be passed by vehicles. Global path planning usually uses the Djikstra or A* algorithm [3]. Next, the system access the 3D cloud map of the environment. Then the system uses its sensors to detect objects around it. Next, the system predicts the movement direction of each object. Finally, the system decides the direction of vehicle movement and speed that must be carried to reach the next waypoint (also known as local path planning). This paper focused on the discussion of developing local path planning algorithms.

There were several methods used to find the best path. Search algorithms such as $\mathrm{AD}^{*}$ found optimal solutions in dynamic graphs. But, the use of graph search methods involved discretizing workspaces, and their performance degraded in high dimensions [4]. The work in produced state lattices using primitive motion and combines them with graph search algorithms. But still, suffer from unwanted discretization [5]. Previous research illustrates that the strategic technique for creating a service operation that is free from errors is by using Failure Mode and Effect Analysis (FMEA), but there are some things that need to be reviewed in more depth from this system, namely Risk Priority Number (RPN), reprioritization and flexibility when applying it. Previous research illustrates that the strategic technique for creating a service operation that is free from errors is by using Failure Mode and Effect Analysis (FMEA), but there are some things that need to be reviewed in more depth from this system, namely Risk Priority Number (RPN), reprioritization and flexibility when applying it [6]. While other studies say that each approach used must be able to balance between economic needs and existing availability, which will have an impact on increasing the burden when making decisions by related parties, so it is very important to pay attention to the formation of models that will be oriented towards the availability of resources power [7].

The Ant Colony Optimization Methodapplied in robot path planning, but it suffered from falling to the local minimum and performed poorly in narrow areas [8] Sensor-based reactive planning methods proposed but it could be considered as global planners [9, 10]. Control-based methods required accurate model formulation for robots and the environment which could be a rather daunting task [11]. Sampling-based planning (SBP) had advantages in terms of providing fast solutions for difficult problems [12]. The most commonly SBP used algorithms perhaps are Probabilistic Roadmap Method (PRM) and Rapidly-exploring Random Trees (RRT) [13, 14]. The PRM algorithm has the advantage of providing asymptotically optimal solutions but had high computational time ( $O\left(n^{2}\right)$ ), while the RRT algorithm has the advantage of low computational time $(O(n \log n)$ ) but provides suboptimal solutions [15]. The RRT algorithm was then developed into RRT* [16] which provided an asymptotically optimal solution [17]. However, the RRT* computing time was still high. Currently, there are many development algorithms from this RRT*. Akgun and Stilman introduced the B-RRT* algorithm This method improved path optimization by using a two-way search of the RRT* algorithm. Kumar et al proposed the RRT-biased algorithm [17, 18]. Gammell et al proposed the Informed RRT* algorithm which offered a new way of sampling the RRT algorithm. The sampling process was carried out in the ellipse area
surrounding the initial node with the final node [19]. Nasir et al introduced the RRT* -Smart algorithm to accelerate the rate of convergence. There were two features used in RRT* -smart, namely intelligent sampling and path optimization. To the author's knowledge, there were no previous studies examined the effect of combining the PRM algorithm with several variations of the RRT algorithm to produce non-holonomic vehicle path planning algorithms that had low computational time and provided asymptotic optimal solutions [20]

The contribution of this paper was to propose a new SBP algorithm based on the integration of PRM and RRT algorithms and could be used to build local path planning for autonomous vehicles. The proposed algorithm combined the advantages of PRM and RRT algorithms so that they had low computational time and provided optimal asymptotic solutions. This process was done by first running the RRT algorithm several times to obtain several suboptimal paths. Then, the optimal solution was built based on the suboptimal path using the PRM-Djikstra path optimization algorithm. To obtain a smooth curved path, then after the algorithm produced the final path, continued the application of smoothing techniques using the Reed Sheep Planner algorithm. The effects of using several variations of the RRT algorithm were also compared in this study. The proposed algorithm was then tested in the problem of non-holonomic vehicle motion planning.

## 2. Method

In this research explained the basic idea of the integration of the RRT algorithm and the PRM algorithm. The basic PRM algorithm consisted of two main processes. The first process was generating sample points and roadmap construction as shown by algorithm 1 in Fig. 1. The second process was generating the optimal path shown by algorithm 2 in Fig. 2.

```
Algorithm 1 : Generate Sample Point and Roadmap Construction Algorithm
Input :
\(n\) : number of nodes to put
\(k\) : number of closest neighbors to examine for each configuration
Output :
A roadmap \(T=(V, E)\)
    \(V \leftarrow \emptyset\)
    \(E \leftarrow \varnothing\)
    while \(|V|<n\) do
        repeat
            \(q \leftarrow\) a random configuration in \(Q\)
        Until \(q\) is collision-free
        \(V \leftarrow V \cup\{q\}\)
    end while
    for all \(q \in V\) do
        \(N_{q} \leftarrow\) the \(k\) closest negihbors of \(q\) chosen from \(V\) according to dist
        for all \(q^{\prime} \in N_{q}\) do
            if \(\left(q, q^{\prime}\right)\) is collision-free then
                \(E \leftarrow E \cup\left\{\left(q, q^{\prime}\right)\right\}\)
            end if
        end for
    end
```

Fig. 1. PRM algorithm to generate sample point and roadmap construction.

```
Algorithm 2 : Solve Query Algorithm
Input :
\(q_{\text {init }}\) : the initial configuration
\(q_{\text {goal }}\) : the goal configuration
\(k\) : the number of closest neighbors to examine for each configuration
\(T=(V, E)\) : the roadmap computed by algorithm 1
Output :
A path from \(q_{\text {init }}\) to \(q_{\text {goal }}\) or failure
    \(N_{q_{\text {init }}} \leftarrow\) the \(k\) closest neighbors of \(q_{\text {init }}\) from \(V\) according to dist
    \(N_{q_{\text {goal }}} \leftarrow\) the \(k\) closest neighbors of \(q_{\text {goal }}\) from \(V\) according to dist
    \(V \leftarrow\left\{q_{\text {init }}\right\} \cup\left\{q_{\text {goal }}\right\} \cup V\)
    set \(q^{\prime}\) to be the closest neighbor of \(q_{\text {init }}\) in \(N_{q_{\text {init }}}\)
    repeat
        if \(\Delta\left(q_{\text {init }}, q^{\prime}\right) \neq\) NIL then
            \(E \leftarrow\left(q_{\text {init }}, q^{\prime}\right) \cup E\)
        else
            set \(q^{\prime}\) to be the next closest neighbor of \(q_{\text {init }}\) in \(N_{q_{\text {init }}}\)
        end if
    until a connection was successful or the set \(N_{q_{\text {init }}}\) is empty
    set \(q^{\prime}\) to be the closest neighbor of \(q_{g o a l}\) in \(N_{q_{g o a l}}\)
    repeat
        if \(\Delta\left(q_{\text {goal }}, q^{\prime}\right) \neq\) NIL then
            \(E \leftarrow\left(q_{\text {goal }}, q^{\prime}\right) \cup E\)
        else
            set \(q^{\prime}\) to be the next closest neighbor of \(q_{g o a l}\) in \(N_{q_{g o a l}}\)
        end if
    until a connection was successful or the set \(N_{q_{g o a l}}\) is empty
    \(P \leftarrow \operatorname{shortest}\) path \(\left(q_{\text {init }}, q_{\text {goal }}, T\right)\) using Djikstra Algorithm
    if \(\boldsymbol{P}\) is not empty then
        return \(P\)
    else
        return failure
    end if
```

Fig. 2. PRM algorithm to generate the final path
The results of the sample point generation process are shown in Fig. 3(a). The sample point distributed randomly over a large area (according to algorithm 1 line 5). This considered a weakness because planners had a high probability of taking samples from large areas (did not contribute effectively to the preparation of the final path). Fig. 3(a) shows a sample point that away from the goal node but must still be checked by the algorithm. For the sample point to spread only along the path to the goal node, the sample point was generated based on a combination of several suboptimal path solutions. The illustrations are shown in Figs. 3(b)-(f). Figures 3(b)-(d) show the suboptimal path solution produced sequentially, Fig. 3(e) is the distribution of sample points generated based on the combination of three suboptimal paths, and Fig. 3(f) is the optimal path result resulting from the combination of several optimal sub-paths from path 3(b)-(d). The RRT algorithm that in algorithm 3 is in Fig. 4. The basic idea was to run the algorithm 3 several times to get sample points spreading only on the path to the goal point. Then, algorithm 2 was applied to get the optimal final path from the distribution of sample
points that made. Thus, the input algorithm 2 in the form of a roadmap $T$ was generated by the output of algorithm 3 (not by algorithm 1).


Fig. 3. The basic idea of the integration of the RRT and PRM algorithm: (a) Example sample points generated by PRM; (b) First suboptimal path solution produced by RRT; (c) Second suboptimal path solution produced by RRT; (d) Third suboptimal path solution produced by RRT; (e) The distribution of sample points is generated based on the combination of three suboptimal paths generated by the RRT; (f) Example path solutions generated by the proposed algorithm use a sample point by the RRT.

```
Algorithm 3:T=(V,E) \(3: R R T\left(q_{\text {init }}\right)\)
    \(T \leftarrow\) InitializeTree ()
    \(T \leftarrow \operatorname{InsertNode}\left(\emptyset, q_{\text {init }}, T\right)\)
    for \(k \leftarrow 1\) to \(N\) do
            \(q_{\text {rand }} \leftarrow\) RandomSample \((k)\)
            \(q_{\text {nearest }} \leftarrow\) NearestNeighbor \(\left(q_{\text {rand }}, Q_{\text {near }}, T\right)\)
            \(q_{\text {new }} \leftarrow \operatorname{Steer}\left(q_{\text {nearest }}, q_{\text {rand }}, \Delta q\right)\)
            if Obstaclefree \(\left(q_{\text {new }}, q_{\text {nearest }}\right)\) then
                \(T \leftarrow \operatorname{InsertNode}\left(q_{\text {min }}, q_{\text {new }}, T\right)\)
    End
```

Fig. 4. RRT algorithm

## 3. Results and Discussion

First, this study compared the performance of the proposed algorithm against the performance of the RRT and PRM algorithms. Then, this study compared the effects of using several variations of the RRT algorithm to produce sample points for the PRM algorithm. Some variations of the RRT used in this study were the RRT-Biased, RRT, RRT* without rewire operations and Bi-RRT [14-16]. For this experiment, a simulation program had been made. For the test case, it was taken from several benchmark cases from RRT research papers. The benchmark cases used in this study are shown in Fig. 5.

RRT * algorithm had an advantage over RRT because it had chooseparent and rewiring operations. The RRT-biased algorithm had the characteristic of not just making a new node one time step towards a random node. But the new node made several steps until the random node reached or obstacles block the path. The Bi-RRT-biased algorithm used a bidirectional version of the search for the RRT-biased algorithm. One search tree started from the initial node, and another search tree started from the destination node.

Path cost comparison between RRT, PRM and the proposed algorithm is shown in Fig. 6. Computation time comparison between the three algorithms is shown in Fig. 7. It appeared that the PRM algorithm could produce a better cost path than the RRT algorithm, but required higher computational time. This was the same as reported by other reports [19]. And, the RRT and PRM integration algorithm produced the smallest cost path, even though it had the highest computational time. By repeating the RRT algorithm several times, several alternative paths to the destination node obtained. In each of these alternative paths, it was possible to find sub-paths that had better cost paths than sub-paths on other alternative paths. By combining several sub-paths that had a minimal cost path, the proposed algorithm could build a better path. Because the proposed algorithm repeated the RRT algorithm several times, it could be seen that the computational time of the proposed algorithm was never smaller than the computational time of the RRT algorithm.

The next discussion compared the effects of using various variations of the RRT algorithm in generating sample points for the PRM algorithm. Path cost comparison between RRT-Biased, RRT*, RRT* algorithms without rewire function and Bi -RRT-Biased is shown in Fig. 8. Computation time comparison between the five algorithms is shown in Fig. 9. It can be seen that the RRT-Biased algorithm produced routes with an average distance shorter than RRT* with the
computational time that was relatively equal with RRT*. Although the Bi-RRTBiased algorithm always guarantees the smallest distance, the computational time of the Bi-RRT-Biased algorithm could be very large. Also shown in the figure was that the cost path of the RRT * algorithm was smaller than the RRT. This was consistent with what was reported by other researchers [21]. And the Bi-RRT algorithm had a smaller cost path than RRT. This is consistent with what was reported in literature [22].


Fig. 5. The benchmark case used in simulation testing.


Fig. 6. Cost comparison of the path produced by RRT, PRM and integrated RRT and PRM.


Fig. 7. Computation time comparison between RRT, PRM and integrated RRT and PRM.


Fig. 8. Cost comparison of the path produced by each algorithm.


Fig. 9. Computation time comparison of each algorithm.

After the final path was obtained (but it still had sharp curves), the reed sheep path planning algorithm used at each edge. The reed sheep path planning algorithm adjusted the vehicle to be among the three types of maneuvers, namely moving straight, turning left fully (maximum steering angle to the left), and turning rightfully.

An illustration of the process can be shown in Figs. 10(a) and (b). Figure 10(a) is the final path produced by the proposed algorithm. It showed that the path still contained sharp curves. Figure 10(b) is the path produced by the reed sheep path planning algorithm. The reed sheep path planning algorithm formed a path based on two main inputs, namely the starting point $\left(x_{s}, y_{s}, \theta_{s}\right)$ and the destination point $\left(x_{g}, y_{g}, \theta_{g}\right)$. Although this data confimed good analysis. Other analyses are still required [26, 27], especially for understanding type of vehicle and aerodynamic.


Fig. 10. (a) the path produced by the proposed algorithm, (b) the path produced by the reed sheep path planning algorithm.

## 4. Conclusion

This paper proposed a new SBP algorithm based on the integration of RRT and PRM algorithms used to build local path planning for autonomous vehicles. Using Reed Sheep Planner algorithm, the final path that still had sharp curves is smoothed and formed into a curved line that followed by non-holonomic vehicles. The proposed algorithm produced higher quality output paths than a single RRT or PRM output because the algorithm generated several sub-optimal paths and then combined them. It also compared the effects of using several variations of the RRT algorithm to generate sample points for the PRM algorithm. Some variations of RRT that used in this study were RRT with biasing, RRT*, RRT* without rewire operations and Bi-RRT Biased. The RRT-biased algorithm produced routes with a shorter average distance than RRT* with computational time relatively equal with RRT*. Although the Bi-RRT Biased algorithm always guaranteed the smallest distance, the computational time of the Bi-RRT Biased algorithm was very large.
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