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Abstract 

Sign language is an important part of disabled people used for their 

communication in daily lives. Due to a lack of understanding in terms of sign 

language for other people, especially for the communication between medical 

personnel and disabled patients, they need an interpreter to communicate well. 

The authors decided to make telemedicine based on a web application integrated 

with Machine Learning that is capable of classifying sign language based on 

Indonesian Sign Language or BISINDO data that will focus on COVID-19. 

Machine Learning was developed with Deep Learning based on multiple Long 

Short-Term Memory layers and multiple Dense layers to create the model. The 

model provides users to classify 11 sign languages and successfully achieved 

99% accuracy of Training data, 98% accuracy of Testing data, and 90% accuracy 

on real-time classification. The results show that LSTM architecture is able to 

classify sign languages, especially for COVID-19 terms. 
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1.  Introduction 

Disabilities are conditions where the body or mind which makes them limit their 

activities and having interaction around them would be difficult. According to WHO 

World Report on Disability, “There are around 15% or one billion people that suffer 

disabilities in this world, and around 110 – 190 million experience significant 

disabilities [1]. All disability conditions are congenital and adventitious from birth. 

Deaf and mute are conditions that need a special way to communicate with other 

people. There are two-way communications such as verbal, and non-verbal 

communication. Verbal communication that only uses one word or more. Meanwhile 

non-verbal communication is communication beyond spoken or written words, which 

can be in the form of body language, facial expressions, sign language, etc. [2]. One 

of the sign languages in Indonesia is called BISINDO, sign language that occurs 

naturally in Indonesian culture and is used in everyday life [3]. 

Virus is a part of this world. On 31 December 2019, a new virus called 

Coronavirus disease 2019 called COVID-19 discovered in Wuhan city, China and 

spread to other countries quickly [4]. Due to the COVID-19, the most important 

thing in our life is people's health conditions. Technology has an important role in 

this pandemic, which impacts our daily lives. Telemedicine is one of the 

implementations of technology in the health field. Telemedicine combines the 

technology with medical service. According to the Law of Health Minister Number 

20 of 2019, stated that “Telemedicine is a place for medical services for any patient 

needs in terms of their health conditions by providing them with a long-distance 

communication between patients and medical personnel” [5]. 

Machine Learning plays a big role in technologies in this era. Machine Learning 

can be used to classify and visualise sign language for who needs it. In Indonesia, 

disabled people (deaf and mute) need more accessibility support systems regarding 

their limitations in terms of listening and communication, which cause 

communication problems to communicate with medical personnel. Deaf and mute 

people may be helped by “sign language as long as there is an interpreter between 

them” [6]. Unfortunately, not all medical personnel and hospitals had the ability to 

understand or provide human resources as an interpreter, and it also occurs inside 

telemedicine service between disabled patients and medical personnel. 

The proposed model aims to classify BISINDO signs and show the high 

accuracy result. It is expected to help someone that does not understand sign 

language to understand and help patients to communicate with doctors. 

2.  Related Works  

The process to classify sign language is difficult to make it flawless. A lot of work 

has been done to classify sign language, because of various and similar signs which 

make it difficult to classify. This section shows some related work from other 

researchers. Li et al. [7] have developed to identify American Sign Language and 

Arabic numerals by using CNN-LSTM architectures with 95.52% for recognition 

and 93.3% for translation. These results are promising, but the challenge appears 

when the method needs to recognize the gesture in real-time. Sonare et al. [8] 

developed by using CNN-LSTM architecture with American Sign Language data 

and the accuracy results by using the baseline of LSTM is 86.6%, 89.2% by using 

the baseline of CNN, and can even achieve 90.1% when the approaches are 
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combined. Adhikary et al. [9] do some comparison on classification algorithms to 

recognize Indian Sign Language, where Decision Tree algorithm with 83.7% of 

accuracy, Random Forest with 97.4% of accuracy and Gradient Boosting with 

95.6% of accuracy. The researchers identified this model's limitation as its inability 

to recognize a sufficient number of signs. Fadillah et al. [10] develop to recognize 

BISINDO alphabetic sign from American Sign Language with transfer learning and 

CNN, which receive the best result 30.63% on Train accuracy 30.66% on 

Validation accuracy and 30% in Testing accuracy. Susanty et al. [10] developed 

the recognition of the alphabet from the BISINDO dataset by implementing two 

types of CNN architectures (LeNet-5 and AlexNet). LeNet-5 produced lower 

accuracy results compared with AlexNet. AlexNet can achieve 76% accuracy, but 

it is only able to predict around 60% in real-time video. The researchers stated that 

these approaches still cannot receive higher accuracy. 

3. Proposed Methodology 

This section consists of different processes to create models and achieve the best 

results. Figure 1 shows the block diagram of the model development process. 

 

Fig. 1. Block diagram of model development. 

3.1. Setup OpenCV and MediaPipe Holistics 

OpenCV was needed to collect the data by using a webcam. MediaPipe Holistics 

was implemented inside OpenCV. The data of Sign language will be extracted 

depending on the key points from MediaPipe Holistics detection. It provides 

several parts of key points detection in real time which consists of Pose Landmark, 

Face landmark, Left-Hand Landmark and Right-Hand Landmark. The author used 

the key points that were extracted from MediaPipe Holistics with 166 key points. 

3.2. Data collection and dataset 

Data collection is a basic step of creating a model that is based on needs. There is 

no public dataset available in BISINDO (COVID-19 terms) that authors need in 
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this research. The data used in this research is already validated by the verified 

organization. By creating a path of the data based on different actions, the folder 

will consist of 11 labelled words (terms), with 30 videos worth of data each action 

and 30 frames that contain extracted key point values from MediaPipe Holistic 

detection. The data was collected through a webcam and each frame saved as 

NumPy Array format that contains 1662 key points. The words sign include “No 

Action”, “ Doctor (Dokter)”, “Cough (Batuk)”, “Flu (Pilek)”, “Dizzy (Pusing)”, 

“Nausea (Mual)”, “Mask (Masker)”, “Medicine (Obat)”, “Fever (Demam)”, “Sick 

(Sakit)”, and “Sneeze (Bersin)”. Figure 2 indicates the static images of BISINDO 

Signs that implement inside the model. 

 

Fig. 2. Static images of each sign language data.  

The data was shaped in NumPy array format by loading several files and shapes 

of the data that were going to be processed inside the model. The shapes consist of 

330 (330 videos, 30 for each sign and 11 signs), 30 (frames of each data), and 1662 

(total key points). 
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3.3. Data pre-processing 

The collected data will be processed into the next step where it will be labelled and 

separated into training, validation, and testing parts. Figure 3 indicates the label (by 

using number) of each sign. 

 

Fig. 3. Label of signs. 

By looping through all the frames, the data split into three parts, 56% for 

training, 14% for validation, and 30% for testing. For splitting parts, by using 

stratification to separate equally on each label. Figure 4 indicates the distribution 

of data on each label after split, and data that is going to be processed for training, 

validation, and testing. 

 

Fig. 4. Results of data pre-processing. 

3.4. Model architectures 

LSTM architecture where it is capable and suitable for learning and remembering 

long sequences data, which is often used for sequence labelling or sequence 

classification [11-15]. The model used Stacked LSTM architecture which means 

having a multiple layer of LSTM. This technique has the benefit of making it deeper 

and accurate. The first layer of stacked LSTM will provide a sequence output not 

only a single value output for the next layer [16]. The architecture of the model is 

shown in Table 1. 

Table 1. Model architectures on each layer. 

No Layer Name Activation 

1 LSTM 1 ReLU 

2 LSTM 2 ReLU 

3 LSTM 3 ReLU 

4 Dense 1 ReLU 

5 Dense 2 ReLU 

6 Dense 3 Softmax 
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Below are the explanations of the model by using LSTM and Dense layers: 

● The first LSTM (LSTM 1) layer has 64 units with input shape (30, 1662) and 

the output shape (30, 64). This layer uses ReLU activation. 

● The output from the first LSTM layer will become the input for the second 

layer. The second uses the LSTM (LSTM 2) layer and it has 128 units. 

● The third LSTM (LSTM 3) layer (64 units) uses ReLU activation, and the 

output goes to the Dense layer. 

● Dense layers use fully connected layers. The first Dense (Dense 1) layer has 

64 activated neurons and ReLU activation. 

● The second Dense (Dense 2) layer uses 32 activated neurons and uses the same 

activation like in Dense 1. 

● The third Dense (Dense 3) layer uses Softmax activation. This layer will be the 

actions layer. It indicates the shape of the terms, which means 11 neural 

network units for 11 signs. 

Table 2 represents parameters inside model, where the model compile with Adam 

for the Optimizer, Categorical Crossentropy for the Loss function, and Categorical 

accuracy for the metrics, with Epoch = 130, and the model will train wit validation data 

that already split before on data pre-processing. The Epoch stopped at 130 because the 

authors found the results of accuracy already high and the loss already low. 

Table 2. Model parameters. 

Model Architecture 

LSTM 3 Layers Activation Function: ReLU 

Dense 3 Layers Activation Function: ReLU and Softmax 

Epoch 130 

Optimizer Adam 

Loss Categorical Crossentropy 

Metric Categorical Accuracy 

Validation Data  (x_val, y_val) 

3.5. Model evaluation and web application integration 

After training finishes, the model will be evaluated by the author by using two 

performance metrics to see how well the model classifies each sign. The performance 

evaluation metrics consist of accuracy (ratio of true positive and true negative) and 

Confusion Matrix (measurement of the output) [17]. If the accuracy results using 

Training data and Testing data show good results (generally the accuracy shows above 

or equal to 90%), then the model will be tested for real-time classification. The model 

will be integrated in telemedicine if the real-time accuracy results show a minimum of 

90%. This telemedicine was developed based on a web application to classify sign 

language based on BISINDO data that will focus on COVID-19. 

4.  Results and Discussion 

This section shows the results of the model which consist of Training accuracy, 

Validation accuracy, and Loss curves. When developing models, technical 

elements including activation functions, epochs, precision, and coding are used. 

These elements are derived from works by Gupta [18], Sharma [19], Kumar [20], 

and Brownlee [21]. The measurement of the model uses accuracy because the 

dataset was balanced.  
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4.1. Training and validation curve on categorical accuracy 

Figure 5 indicates the learning performances change over time. It represents the 

results of the learning curve of the model based on Training and Validation on 

Categorical accuracy. This curve indicates how well the model generalises the data. 

At first the model starts from 0.0543 on Train Categorical accuracy and on 

Validation starts from 0.1064 where at finishing point, the model reaches 0.9946 - 

1 on Train an 0.9787 - 1 on Validation Categorical accuracy. 

 

Fig. 5. Training and Validation Curves of the model. 

4.2. Training and validation loss curve on categorical cross entropy 

Figure 6 represents the result from training and validation. Training Loss Curve 

indicates how well the model fits with data where Validation Loss Curve indicates 

how well the model fits with new data. The model at first has Loss around 2.4678 

and Validation Loss around 2.4043. The loss decreases slowly over time where on 

the last training. It showed the Loss around 0.0122 and Validation loss around 

0.0074, with a small gap between them. 

 

Fig. 6. Training and Validation Loss Curves of the model. 
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4.3. Performance evaluation of the model 

Table 3 represents the accuracy of each label on Train data. The results show the 

calculation of accuracy of each label, where almost all of the labels reached 100%, 

but not with 2 labels which are “No Action” and “Sick (Sakit)” with accuracy 99%. 

The average of the results represents how well the model classifies data based on 

accuracy where it achieved 99% for all label classification. 

Table 3. Results on train data. 

Label Accuracy 

No Action 99% 

Doctor (Dokter) 100% 

Cough (Batuk) 100% 

Flu (Pilek) 100% 

Dizzy (Pusing) 100% 

Nausea (Mual) 100% 

Mask (Masker) 100% 

Medicine (Obat) 100% 

Fever (Demam) 100% 

Sick (Sakit) 99% 

Sneeze (Bersin) 100% 

Average 99% 

Testing the data is important to check how well the model is able to classify each 

label on the data that has not been recognized by the model in the Training process. 

Testing data that was used are data that already separate on pre-processing. Table 4 

represents the accuracy on each label on Test Data. It shows that for 5 different signs 

that consists of “Nausea (Mual)”, “Mask (Masker)”, “Medicine (Obat)”, “Fever 

(Demam)”, and “Sick (Sakit)”, reached 100%, where for “Sneeze (Bersin)” and 

“Doctor (Dokter)” signs reached 98%. “Dizzy (Pusing)” has 97% accuracy, and the 

lowest results show on “Cough (Batuk)”, and “Flu (Pilek)” signs, with the results only 

96%. The average accuracy of all labels is 98% for all label classification. 

Table 4. Results on Test data. 

Label Accuracy 

No Action 99% 

Doctor (Dokter) 98% 

Cough (Batuk) 96% 

Flu (Pilek) 96% 

Dizzy (Pusing) 97% 

Nausea (Mual) 100% 

Mask (Masker) 100% 

Medicine (Obat) 100% 

Fever (Demam) 100% 

Sick (Sakit) 100% 

Sneeze (Bersin) 98% 

Average 98% 

The authors implement the model to do classification with real-time data 

because the authors want to evaluate how well the model classifies the real-time 

data especially for telemedicine implementation. Figure 7 illustrates the result’s 

example of “Fever (Demam)” real-time classification. The authors did some 
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experiments to find out probabilities to classify the label for each label in real-time. 

The experiments were conducted by repeating 10 times on each sign to determine 

the accuracy. The average accuracy on real-time classification is around 90% for 

all labels. The detailed information can be found in Table 5. 

 

Fig. 7. “Fever (Demam)” real-time classification. 

Table 5. Results on real-time classification. 

Label Repeat Success Accuracy 

No Action 10 10 100% 

Doctor (Dokter) 10 10 100% 

Cough (Batuk) 10 10 100% 

Flu (Pilek) 10 10 100% 

Dizzy (Pusing) 10 8 80% 

Nausea (Mual) 10 10 100% 

Mask (Masker) 10 10 100% 

Medicine (Obat) 10 10 100% 

Fever (Demam) 10 8 80% 

Sick (Sakit) 10 7 70% 

Sneeze (Bersin) 10 7 70% 

Average Accuracy 90% 

4.4. Telemedicine based web application 

The model has been tested for real-time classification and then implemented in a web-

based telemedicine application. Figure 8 is a user interface of the telemedicine home 

page. This page explains the online doctor consultation service can also be performed 

for disabled people (deaf and mute) because it has a feature to detect sign language 

based on BISINDO. The list of sign languages that can be detected by telemedicine is 

displayed in the "BISINDO Sign Language" section. The sign language telemedicine 

feature focuses on COVID-19's terms. Disabled patients can consult with a doctor after 

signing up and logging in to telemedicine. The user interface for doctor-patient 

consultations is made more user-friendly by incorporating video call concepts. Because 

telemedicine has additional features that can recognize sign language based on 

BISINDO for COVID-19 terms, the user interface has additional information on the top 
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left of the screen and a "skeleton" on the patient. If the patient uses sign language and 

is successfully classified by the model, the word will be highlighted. Figure 9 is the 

display result for the results of the "No Action" classification. 

 

 

Fig. 8. Telemedicine user interface - home page. 
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Fig. 9. Telemedicine user interface - patient during consultation. 

5. Conclusion and Recommendation 

The authors trained the model with key points dataset extracted from MediaPipe 

that indicate each label. The data consist of 330 data in total, 30 on each sign (11 

signs in total) and using LSTM architecture in the model. The results show that 

LSTM Architecture is suitable for classifying sign languages especially for 

COVID-19 terms based on BISINDO. There are 11 signs, with different kinds of 

movements, some movements are similar, and some are not. From the real-time 

classification, “Dizzy (Pusing)”, “Sick (Sakit)”, and “Sneeze (Bersin)” have similar 

sign language by using the palm of the hand to indicate it and the model has 

difficulty in classification them. It can be concluded that the machine learning 

model successfully classifies 11 signs by achieving 99% accuracy of Training data, 

98% accuracy of Testing data, and 90% accuracy on real-time classification. 

The model is sometimes mistaken to classify similar signs. The 

recommendation to improve the accuracy performance of the model is to add 

another LSTM layer and the number of train data for each label so the model can 

learn more and better to do classification on different sign language movements. 

 

Abbreviations 

BISINDO Bahasa Isyarat Indonesia or Indonesian Sign Language 

CNN Convolutional Neural Network 

CNNLSTM Convolutional Neural Network Long Short-Term Memory 

COVID-19 Coronavirus Disease of 2019 

LSTM Long Short-Term Memory 

ReLu Rectified Linear Unit 

WHO World Health Organization 
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